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12th World Congress of the RSAI

The 12th Regional Science World Congress welcomes you to Goa, in India, a coastal location with breathtaking
landscapes sculpted by the Konkan Coast and the Western Ghats.

On behalf of the Regional Science Association International and the Regional Science Association of India, we
extend our warm greetings and cordially invite you to participate in the 12th Regional Science World Congress
from May 29 to June 01, 2018, at Goa.

The conference is open to regional scientists, practitioners and researchers in the field of regional science.
The Congress will include Keynote Lectures, Scientific Sessions, Poster Sessions, Workshops and Themed
Sessions. Field trips will be organized in and around Goa. The theme of the 12th RSAI World Congress is
Spatial Systems: Social Integration, Regional Development and Sustainability. The theme has been chosen to
focus upon the development needs of regions as spatial entities, which is the subject matter of spatial science.
We hope to provide an encouraging environment for researchers across the globe, to interact and learn from
one another, and create a network that will be attractive and inspiring for young students and scholars. We
hope to strengthen the community of regional scientists and achieve a better understanding of our future
needs.

We wish you a good Conference!

(L

Sumana Bandyopadhyay Budy Resosudarmo Tomaz Dentinho
Chair, Local Organsing Committee  President, Executive Director,
President, Regional Science Regional Science Association Regional Science Association
Association, India International International

Conference Collaborators
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Programme Overview

Tuesday Wednesday
29 May 2018 30 May 2018

Registration desk 14:00-18:00 Registration desk 09:00-16:00

Sessions of RSPP on Forty under Forty (1)
[09:00-10:30]

Workshops
“Introduction to Spatial Agent- COFFEE BREAK
Based Modeling” [10:30-11:00]
109:00-13:00 | Room A605] SEMI PLENARY SESSION
How to .Publlsh.a Pa;zer in Gpa Govef'nment. Paroellle Sesslons
Regional Science Chair: Tapati Banerjee
[11:00-13:00 | Room A604] Advanced Keynote Presentations: (2) and Poster
“Urban Planning: Blueprints Brainstorm S.T. Puttaraju Session
for Small Towns of India” Carrefour (ABC) Seetharam Babu [11:00-12:30]
[09:00-13:00 | Room A603] | [09:00-15:00 | Room A602] | 11.00-12:30-Lecture theatres A3]

LUNCH
[12:30-14:00]
PRSCO Council | IRSA AGM
Meeting (by invitation
Parallel Sessions (3) | (by invitation only)
[14:00-15:30] only) [14:00-15:30 |
[14:00-15:30 | Lecture
Room C405] theatres A3]
OPENING CEREMONY COFFEE BREAK
S. T. Puttaraju, Government of Goa [15:30-16:00]
Budy Resosudarmo, RSAI
G. Raghurama, Director, BITS
Chitta Ranjan Pathak, IRSA
Lakshmi Sivaramakrishnan, IRSA
Debasis Patnaik, BITS PLENARY SESSION

Guest of Honour, Bibek Debroy, Government of India

Chief Guest, Governor of Goa, Her Excellency Smt Regional Cooperation Policy

Mridula Sinha Chair: Kingsley Ha.yne.s
Sumana Bandyopadhyay, IRSA Keynote Presentations:
[15:30-16:30 | Auditorium] Iwan Azis _
PLENARY SESSION Steven G. Craig

Sachidanand Sinha

Xue Ling
[16:00-18:00 | Lecture theatres A3]

Spatial Systems: Social Integration, Regional
Development and Sustainability
Chair: Budy Resosudarmo
Keynote Presentations:
Janet E. Kohlhase
Andrés Rodriguez Pose
[16:30-18:00 | Auditorium]

Welcome Reception
[18:30-22:00 | BITS Guest House Lawns]
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Thursday

31 May 2018

Friday
1 June 2018

Registration desk 09:00-16:00

Registration desk 09:00-14:00

Parallel Sessions (4)
[09:00-10:30]

Parallel Sessions (7)
[09:00-10:30]

COFFEE BREAK COFFEE BREAK
[10:30-11:00] [10:30-11:00]
ROUND TABLE

SEMI PLENARY SESSION
Regional Science Policy and

Practice & The Regional Science | Parallel Sessions

Social and Spatial Integration and Global Citizenship
Chair: Andrés Rodriguez Pose
Keynote Presentations:

Academy (TRSA) (5) Abdul Shaban
Keynote Presentation: [11:00-12:30] Saraswati Raju
Luc-Normand Tellier Anindita Dutta
[11:00-12:30|Lecture theatres A3] Armida Alisjahbana
[11:00-12:30 | Lecture theatres A3]
LRPC Meeting RSAI Council
LUNCH (by invitation only) LUNCH .M.eet.mg
[12:30-14:00] [12:30-14:00 | Room [12:30-14:00] (by invitation only)
C405] [12:30-14:00 | Room
C405]
MAIN SCHOOLS OF REGIONAL SCIENCE
Chair: Mark Partridge
Henri de Groot, Vicente Royuela Mora, Jouke van Dijk, Parallel Sessions (8)
Eduardo Haddad, Helmut Yabar, Takeshi Mizunoya, [14:00-15:30]
Andrés Rodriguez-Pose, Kieran Donaghy
[14:00-15:30 | Lecture theatres A3]
COFFEE BREAK PLENARY SESSION
[15:30-16:00] Space Programme and Geoinformatics: Policy and
Practice

SEMI PLENARY SESSION
Inclusive City Planning
Chair: M. Satish Kumar
Keynote Presentations:

P. Jayapal
Banasree Banerjee
R. B. Bhagat
[16:00-18:00 | Lecture theatres A3]

Parallel Sessions

(6)

[16:00-17:30]

Chair: Debapriya Dutta
Keynote Presentations:
J.S. Rawat
Marco Alves
[15:30-16:30 |Lecture theatres A3]

Closing Session
Chair: Lakshmi Sivaramakrishnan
Valedictory Address by Amitabh Kundu
End note by Budy Resosudarmo
[16:30-17:30 |Lecture theatres A3]

Gala Dinner
Departure to Gala Dinner - 17:30
[18:00-22:00 | Panjim]
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Themes

Umbrella Theme

Spatial Systems: Social Integration, Regional Development and Sustainability

Across the world, communities are striving to achieve an ecologically and socially secure future. The intricately linked
ideas of sustainability and integration are the key to achieving our development goals. As regional scientists, our common
pursuit of a sustainable future may be attained with more efficient understanding of the ‘region’ as a spatial unit. Keeping
this objective in mind, the theme of the 2018 Congress highlights the importance of analyzing spatial systems as not just
physical space or social space, but shared space. The sub-themes will be aimed at providing a platform for debates and
discussions around the key issues of contemporary regional science and carve out the way to future research agenda.

General Themes

RS02 - Cooperation and Development

RS03 - Environmental Issues

RS04 - Infrastructure, Transportation and Accessibility
RS06 - Location of Economic Activity

RS07 - Methods in Regional Science and Urban
Economics

RS08 - Migration and Labor Markets

RS09 - Real Estate and Housing

RS10 - Regional and Urban Policy and Governance
RS11 - Regional Finance, Investment or Capital Markets
RS12 - Rural Development

RS13 - Social Integration

RS14 - Spatial Planning

RS16 - Tourism

Special Sessions’ Themes

SS00 - Sessions of RSPP on Forty under Forty

Editorial Team of RSPP (Chairs)

SS01 - Water management in South Asia: From conflict
to cooperation

Paulo Casaca

SS02 - Smart Cities Initiatives for the 21st Century: Myth
or Reality

Peter Nijkamp, Vijay Pandey and Sumana
Bandyopadhyay

SS03 - Territorial Governance and Local Development
in Developing Countries

Andre Torre and Habibullah Magsi

SS04 - Spatial Econometric Interaction Modelling
Manfred M. Fischer and Yee Leung

SS05 - Spatial Analysis: From Neural Computing to Deep
Learning

Yee Leung and Manfred M. Fischer

SS07 - Economic Corridors, Development and Regional
Cooperation in South Asia and Beyond

Siegfried 0. Wolf

SS08 - Metropolitan Governance in a conflict,
competition and cooperation contexts

Jorge Gongalves

SS09 - Analytical Approaches to Climate Change at
Multiple Scales

Gerrit-Jan Knaap

SS10 - Rural Transformation

Subrata Dutta

SS11 - The future of leisure: tourism, mobility and
transportation

Joao Romao, Peter Nijkamp and Luca Zamparini
SS12 - Transforming Metropolitan Regions: Ideas and
Examples

Amit Chatterjee

SS13 - Citizenry and Regional Planning

Subhra Chattopadhyay

SS14 - Revisiting rural-urban dichotomy for integrated
regional development

Manisha Jain and Artem Korzhenevych

SS15 - Conflict, Migration, and Diaspora

Manas Chatterji

SS17 - Regional Science and Peace Science

Manas Chatterji

SS18 - Natural and Man-Made Disaster Management
Manas Chatterji

SS19 - Globalization and Regional Science

Manas Chatterji

SS20 - Gender and Social Justice

Saraswati Raju

SS21 - Innovation and Entrepreneurship

Rudra P. Pradhan

SS24 - Regional Issues in Economic growth and
Development

Debasis Patnaik

SS 25 - Braille Mapping by NATMO & Its Utility to
Visually Impaired People

Tapati Banerje
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Organizing Committee

President, RSAI : Budy Resosudarmo

Executive Director, RSAI: Tomaz Ponce
Dentinho

Secretary, RSA India :

Chitta Ranjan Pathak

Professor & Head (Retrd.), Architecture and
Regional Planning, IIT KHARAGPUR, India

Chair, Local Organising Committee: Sumana
Bandyopadhyay, President, RSA India

Patrons:
Government of Goa

Vice Chancellor, BITS Pilani (Souvik
Bhattacharyya)

Director, K.K.Birla Campus, Goa (Raghurama,
G)

Joint Conveners (Goa):

S. T. Puttaraju

Chief Town Planner,
Government of Goa

Debasis Patnaik

Department of
Economics, BITS Goa

Convener (RSA India):

Lakshmi Sivaramakrishnan
Jadavpur University

Organising Secretaries:
R. P. Pradhan, Santanu Ghosh, Saptarshi Mitra

National Advisory Committee:

Tapati Banerjee, Director, National Atlas & Thematic
Mapping Organistion, Govt. of India

Kalyan Rudra, Chairman, Pollution Control Board,
West Bengal

A. C. Mohapatra, North Eastern Hill University

M. Mallikarjun, Nirma Institute of Management,
Ahmedabad

N. Sridharan, School of Planning and Architecture,
New Delhi

Sachidanand Sinha, Jawaharlal Nehru University
Shrawan Acharya, Jawaharlal Nehru University
P. Dhanumjaya, BITS Goa Campus

P.K. Sudersan, Goa University

Pranab Mukhopadhyay, Goa University

Sunil De, North Eastern Hill University

Ravi Singh, Benaras Hindu University, Varanasi
Srikanth Mutnuri, BITS Goa Campus

Ajith Kaliyath, National Institute of Urban Affairs

Kanika Basu, Housing & Urban Development
Corporation

Sarfaraz Alam, Benaras Hindu University, Varanasi

Anil Roy, Centre for Environment Planning and
Technology

Working Committee of the RSA India
B. D. Rath, Goa University

Dipendranath Das, Jawaharlal Nehru University,
New Delhi

Anuradha Pathak, RSAi
Debjit Datta, Jadavpur University

Aswini Mishra, Saroj Baral, Bharat Deshpande (BITS
Goa)

Lakpa Tamang, Utpal Roy and Mafizul Haque
Bappaditya Biswas, University of Calcutta
Sayantani Sarkar, IIT Bombay

RSAI Conference Secretariat

Elisabete Martins

RSAI - Regional Science Association International
Email: 2018worldcongress@regionalscience.org
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Scientific Committee

Abdellatif Khattabi, Moroccan Regional Science
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1212 MOBILITY PLANNING FOR AN INDIAN PILGRIMAGE CITY- A CASE OF UJJAIN
CITY, MADHYA PRADESH, INDIA

Kakoli Saha, N.R. Mandal

Department of Planning, School of Planning and Architecture, Bhopal, M.P.-462030, kakolisaha@spabhopal.ac.in

ABSTRACT

Home to one of the twelve Jyotirlinga shrines to the god "Shiva" (Mahakaleshwar), Ujjain (also historically known as
Ujjayini) is one of the seven sacred cities of the Hinduism (Sapta Puri - seven holy pilgrimage centres in India). About 3
million annual tourist visits, Ujjain is a prominent Pilgrimage Destination in India. Also, the city is one of the four locations
of Kumbh Mela (the mass Hindu pilgrimage of faith in which Hindus gather to bathe in a sacred river), which is held once
in every 12 years. During the last Kumbh in 2016 Ujjain registered visit of 80 million tourists. Since the city witness such
huge flux of tourists, it requires to have an efficient mobility plan. Also, Since Ujjain is one of the identified cities for
development as a Smart City under Smart City Mission launched by Government of India in 2015, it requires a sustainable
mobility plan that promotes health and well-being of the city residents. Though a Comprehensive Mobility Plan (CMP)
exist for Ujjain City, it fails to connect personal health and safety of residents of Ujjain City with its mobility pattern.This
paper proposes an environment friendly transportation strategy, including enhancement of active mass public transit
network and development of cycle routes. For the purpose of the study, the road network of Ujjain City is digitized in the
GIS platform. Detailed door to door survey was conducted to gather information about modal choice, willingness to shift
to bicycle for local travel. Integrity, level of preference and connectivity of each road is analyzed using the space syntax
analysis tool. On the basis of the above analyses, proposals including the introduction of new bus routes, cycle track were
formulated to enhance mobility of pilgrims within Ujjain City.

Key words: Pilgrimage city, mobility plan, bicycle

1. INTRODUCTION

Most of the Indian cities have developed organically and earlier the process of city planning was never given priority in
most of the development agendas. But however this random one sided demand, supply approach has disrupted the
sequence of equitable development. The capitalistic nature of growth has so far addressed only the existing demand
foregoing the actual need which is the basic right of every citizen within a democratic set up. Ujjain City of Madhya
Pradesh is no exception to this.

In the Indian community, traditions are deeply rooted despite modern lifestyle. One such traditional practice is
pilgrimage that almost all religions follow, in one form or the other. The ancient city of central India, Ujjain is situated in
the Malwa region of Madhya Pradesh, on theeastern bank of river Kshipra. The religious importance of the town has made
it one of the most prominent pilgrimage sites for Hindus with the divine presence of Mahakaleshwara Jyotirlinga and
auspicious Mahakumbha mela that is held after every twelve years. With an annual pilgrimage volume of 75 million Ujjain
needs a sustainable mobility plan for religious tourists.

For that purpose the study aims to explore the existing city transport network and propose sustainable, accessible and
equitable movement strategies to enhance the living condition of the city.

2. BACKGROUND STUDY

Mobility forms one of the key functionalities in any urban area. Attempts to address mobility in Ujjain have been
restricted to increasing capacity of existing roads (new flyover) and traffic management (one-way system). A holistic
view to address the issue of mobility is lacking in the urban transport planning process in Ujjain. Ujjain has so far not
formalized a comprehensive urban transport planning strategy, linked to an urban development strategy. What underlies
the ensemble of actions, plans and proposals appears to be: negligent of pedestrians, non-motorized and local area travel;
(lacking in engineering) supply-driven; overly accommodating to individual motor vehicles; severely lacking in provision
& regulation of public transport services. This has lead to a lack of comprehensive information on the issue of the different
facets of mobility in the City.

To address the above mentioned issues, Ujjain Municipal Corporation took the initiative to formulate a Comprehensive
Mobility Plan (CMP) for the city of Ujjain. Through this mobility plan, Ujjain Municipal Corporation and the supporting
authorities aim to develop Ujjain as knowledge and pilgrim centre - maintaining its great religious, ancient and cultural
image providing a better and sustainable environment & transport Infrastructure to all its citizens and visiting pilgrims.

Though the CMP proposed Traffic and Transportation plan for Ujjain, it's not linked with the environment and the health
of the city. To fill the gap, this research proposed environment friendly transportation strategy, including enhancement
of active mass public transit network and development of cycle routes.

3.STUDY AREA AND DATA USED
Ujjain city of Madhya Pradesh is selected as case study area because with more than 5000 years old history, Ujjain is one
of the renowned Hindu places of pilgrimage in India (fig1A).
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Figure 1: A.location of Ujjain city in India, B. Ujjain Municipal Boundary representing Ujjain city

For this study, data are collected through both primary and secondary sources. The road network of Ujjain City is digitized
in the GIS platform. Information about modal choice, willingness to shift to bicycle for local travel was gathered through
door to door survey.

4. METHODOLOGY

To propose sustainable, accessible and equitable movement strategies within Ujjain City, three steps were taken which
are 1) Understanding existing city transport network, 2) To perform Travel Behaviour Assessment of Ujjain City
residents, 3) City wide axial network analysis through Space Syntax.

4.1 Understanding existing city transport network
Information about existing city transport network was obtained through secondary data collection from concerned
departments of Ujjain City. Table 1 summarizes the detail of the transport network of Ujjain City.

Tablel: Existing City Transport Network

Total Municipal Area 102 sgkm

Total Road Length 883.80km

Public Transport Modes Bus, Magic ( ITP), Auto -rickshaw (three wheeler)
Total Bus within the City 36

Total no. of IPTs 7450

In Ujjain, the length of the road network is nearly 350 Km and there are maximum number of tar roads (86% of the total
roads). Concrete road is almost 12% of total road. The per capita road length of Ujjain city comes out 0.81 meters.

4.2 To perform Travel Behaviour Assessment of Ujjain City residents

To perform Travel Behaviour Assessment of Ujjain City residents a detailed household level survey was conducted
consisted of about 500 personal interviews within the delineated study area. The questionnaire format included
components like modal choice, vehicle ownership and various other socio-economic detail that influences travel
behavior. A willingness survey was also conducted along with the travel behavior questionnaire for deriving opinion
regarding the preference to adopt bicycle as the major mode of transit within the city.

® 2-wheeler

mCar

= bus

B Auto-
rickshaw

= Magic Car

= Cycle

Walk

4%
Figure2. Modal share of residents of Ujjain
The house hold data obtained from the primary survey exhibit that almost 22 percent of Ujjain traffic mix comprises of
slow moving traffic among which 7 percent of people chose to cycle and 15 percent prefer walking over any other
available mode of service. Hence a potential user group can be easily identified for the visionary goal of city health
promotion through low carbon, equitable and accessible transport modes.
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Figure 2 also shows that the majority of mobility demands are catered by two-wheelers especially among the higher
income groups. The lower income population group uses magic and walk as their main mode of communication. The
modal share of public transport within the city remains alarmingly low.

mYas
= No

Figure3: willingness of people to accept bicycle as the major mode of travel

The household survey data in terms of acknowledging willingness of the urban residents summarized 60% positive
inclination towards using cycle as an alternative modal choice over other motorized transport considering that
supporting infrastructural needs are taken care of (fig.3). Also a large dominance of cycle users was identified for work
related and education related trips. In addition to these, location that witnessed high slum population and chooses non-
motorized systems for making their daily trips has the highest number cycle users.

4.3 City Wide Axial Network Analysis (Space Syntax)

Software based ‘Space Syntax’ is a technique which can help to analyze spatial layouts and network layouts in urban
areas. Space Syntax makes us understand how people move, which the preferred routes are and how people adapt to
city’s growth. Spatial form analysis is done by angular analysis. The method of angular analysis is applied on axial segment
map. Analyzing axial map tells us the flow of movement in a given network. The most popular way to analyze an axial
network is through Integration, Choice and Connectivity. In this research Space Syntax has been used to understand levels
of ‘Choice’, ‘Integration’ and ‘connectivity’ of individual road stretches in the overall road layout pattern of Ujjain.

Choice measures movement flows through spaces. Spaces that record high global choice are located on the shortest paths
from all origins to all destinations. Choice is a powerful measure at forecasting pedestrian and vehicular movement
potentials. It literally shows how often a street happens to be on a shortest path between an origin and a destination.

Integration measures how many turns have to be made from a street segment to reach all other street segments using
shortest paths. Integration is inversely related with depth. Depth tells how far away an element is from all the other
elements.

Connectivity is a local property. It measures the number of nodes that are directly connected to a given node.

To perform Space Syntax analysis the road network of the Ujjain City is fed into depthmapX software. The software
performed analysis and produced three separate maps for choice, integration and connectivity (fig.) in those maps, hotter
colors (orange/red) represents higher values.

Choice Integration Conpactivity
Matake

Figure 4. Maps showing results of Space Syntax Analysis.

According to choice analysis (fig.4), Ujjain-Agar road, Ujjain-Dewas road, Ujjain-Maksi road and the Sanwer road have
the highest total values of accumulated flow resulting the highest choice values in Space Syntax. These roads also carry
the highest through movement in Ujjain. According to “Integration” analysis (fig.4), Tower Chowk area, Mahakal temple
area and the stretch along Ujjain Agar road up to the railway station are the most popular commercial and recreation
areas in the city having nodes of highest integration levels. According to “Connectivity” analysis (fig.4), Vasant Vihar,
Mahananda Nagar, Nazgiri and Indrapuri areas of the newer part of Ujjain have the most connected area. Because the
newer part of Ujjain has planned road network, connectivity between roads is also high. From older part of Ujjain, Roads
of Tower Chawk (fig.4) area show high connectivity.

Roads identified by space syntax analysis were further used to propose mass public transit network and development of
bicycle routes.

5. DISCUSSION AND CONCLUSION

Detailed analysis of the city shows a greater opportunity to be evolved as a green, equitable, pedestrian friendly healthy
city. Information gathered from detailed survey and space syntax analysis were used to formulate proposals related to
bus and Magic services (Intermediate Para Transit or IPT).
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Absence of a proper public transport system and unplanned routes and schedules has led to mushrooming of para transit
systems in Ujjain. The existing public transport infrastructure in terms of bus stops, depots, terminals/stands, vehicles
etc. is lacking and whatever exists on city roads is grossly inadequate. The share of public transport in the total passenger
trips being performed is 3% whereas IPT has a modal share of 24% (CMP). To address these issues new bus routes and
Magic routes are suggested (fig.5).
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Figure5. Proposed bus and magic routes

In Ujjain, existing bus service is poor due to lack of last mile connectivity. Hence, the cycle routes were proposed to help
passengers to travel from bus stops to final destination. To ensure maximum accessibility through public transport,
coverage area for bus and magic increased from 50% to 89% and two new bus stops were proposed such as Bhagat Singh
Margh and Juna Somwarya (fig.5).

Planing for bicycle routes is the important component of sustainable Mobility Plan. Since primary survey reveals that
Ujjain has significant number of bicycle user, city wide bicycle networking system was proposed. To formulate the plan
following steps were taken such as: selection of cycle routes within the road network, assessing locations for docking
stations and assessing locations for amenity kiosk.

The most important aspect in defining the scale of a cycle network is to select the perfect coverage area which will
enhance the last mile connectivity. Dense and mixed use areas are likely to generate most demand for new cycle users.
The coverage area ensures that the system is large enough to serve a coherent set of origins and destination. Docking
station and amenity kiosk are required at every 500m which would attract new users who would not otherwise use
cycles. Choice analysis from Space Syntax analysis allowed us to identify the most preferred route within a city axial
network. The color red shows the most preferred route while blue shows the least preferred route (fig.4). Results of
choice analysis were used to identify the best routes for cycle within the city’s road network.

To get a detailed analysis on the most preferred route, the city’s axial network was divided into three zones (heritage
zone, commercial zone and new city zone). Each zone was then individually analyzed. Because the bicycle track needs to
connect the sub arterial, collector and local road, four routes on three zones were identified. The four routes are: 1) Cycle
tracks on the arterial road, 2) Cycle tracks on Sub-Arterial Roads, 3) Cycle track inside old city, 4) Cycle tracks on
greenways (fig. 6). The length of each type of cycle route is summarized in the table 2.
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Figure 6. Proposed bicycle network
Table 2. Length of proposed bicycle routes

Proposed routes lengths
Cycle tracks on Arterial roads 33km
Cycle tracks on Sub arterial roads 28.3km
Cycle tracks inside old city 15km
Cycle tracks on greenways 8km

The Proposed cycle route covers 10% of total road network promoting healthy city vision. Cycle docking stations are
proposed in selected areas, according to the level of demand. The proposed docking system should accommodate
automated locking systems with smart cards or QR codes. An automated system would ensure more security and would
provide a better user experience. Twenty Five such Docking stations in Ujjain are placed near important origin and
destinations, which includes heritage areas (Mahakal, Ram Ghat, Chakra Teerth ghat and Kothi palace) Commercial Areas
(VK market, Freeganj, Tower Chowk) public transport hub (Ujjain railway station, Nanakheda Bus Stand) and residential
areas. The uniqueness of these docking stations are that any user can lock their cycle using the smart cards.

To ensure user friendliness of the proposed cycle tracks and in order to maintain overall green cover of the city, high
canopy trees like (Gulmohar, Neem, Maltus) will be planted along the major routes (fig.7).
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Figure 7. Proposed planned road cross sections

Since Ujjain is one of the identified cities for development as a Smart City under Smart City Mission launched by
Government of India in 2015, substantial major urban investment in Ujjain City will happen through the Smart City
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Mission (Smat City, 2015). As a result, the infrastructure proposed in this research for sustainable mobility may be
implemented quickly and efficiently.

The proposed mobility plan would help local authorities to make Ujjain City more attractive to religious and other tourists

ultimately increasing its revenue from tourism. Sustainable transport infrastructure will also improve the quality of life
of the residents of the city. The proposed plan may be adopted by other such cities endowed with religious destinations.
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1257 A STUDY ON THE METROPOLITAN CITIES IN INDIA: PROCESSES, GROWTH

AND INFRASTRUCTURAL FACILITIES

ABSTRACT

There has been a significant increase in the number of metropolitan (million plus) cities in India from one in 1901 to fifty
three in 2011. The process of metropolitanization is a product of intense interaction between cities, and integration of
the national economy and urban centres into a viable independent system (Ramachandran, 1989). The objectives of the
study are: (i) to determine the various historical, economic, geographic, demographic,social, political factors that have
played an extensive role in the metropolitanization of the cities, (ii) to analyze the status of infrastructural facilities in the
metropolitan cities (iii) to capture the variation in growth, specifically the population growth and areal expansion of these
cities. The study adopts a qualitative and quantitative measure to address the aforementioned objectives. The analysis
has been made based on the data collected from The Census of India (District Census Handbook,. All India Town Directory;
H Series: Table on Houses, Household Amenities and Assets). A Composite Index has been developed to determine the
urban infrastructural facilities (like the road density, banks, number of beds in the hospital, educational institutions, etc).
Subsequently, the metropolitan cities were broadly categorized as high, medium and low level of urban infrastructural
facilities. A descriptive statistical framework has been used to determine the variation in growth of the metropolitan
cities. The analysis showsthat there has been an incredible increase in the number of metropolitan cities from 23 in 1991
to 53in2011.

Historical factors have played an imperative role in the evolution of cities like Delhi, Kolkata, Varanasi, Madurai, Mumbai,
Patna and Hyderabad. Additionally, in cities like Kanpur, Lucknow, Surat, Asansol, Dhanbad, Jamshedpur, Jabalpur,
Kozhikode, Thrissur, Malappuram, Thiruvananthapuram, etc., economic factors played a vital role inits growth. Cities like
Vasai-Virar, Meerut and Ghaziabad have grown under the ambit of the megacities of Mumbai and Delhi. Adoption of the
development plan by Kerala has been one of the reasons for an increase in thenumber of metropolitan cities in the state.
An observation on the status of the infrastructural facilities calls for its future development especially in the improvement
of the road, industries, increase in the number of beds in the hospital, educational institutions, street lighting. Keywords:
Metropolitan Cities, Composite Index, Urbanization, Infrastructural facilities.
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1286 UNDERSTANDING THE PRESENT SOCIAL STATUS OF THE ANGLO-INDIAN

COMMUNITY OF KOLKATA

Puja Banerjee
M.Sc., Presidency University 2014-2016, Ph.D Scholar, University of Mumbai -bannerjeepuja@gmail.com

ABSTRACT

The fusion of diverse cultures and races lead to a formation of unique socio-cultural community, of which Anglo-Indians
are the best example. The Anglo-Indians are the mixed descendants of the cross-cultural union between Indian and
British. The largest numbers of Anglo-Indians are found in different parts of Kolkata among all the cities of India, who
still reflects their unique imprint of cultural traditions. But from Independence, the community started losing their grip
in the multi-cultured society of the city. Though their presence can still be observed when one visit Bow Barack and Park
Street during Christmas or Halloween yet they are getting socially intermingled with other communities and thus are
unable to retain their own specific identity with the help of unique cultural imprints, unlike the earlier days in Kolkata.
This research paper has dealt with some Anglo-Indians from different parts of the city where they are considered as the
dominant residents. The results from structured questionnaire surveys with open-ended questions as well as close-
ended questions and in-depth interviews revealed that not only their numbers are diminishing but also in terms of social
status the structure of the community has undergone modifications and changes, their occupational distinctness (the first
generation of Anglo-Indians were mainly involved in jobs of railway departments) is eventually getting extinct and their
indifference to retain their society through cultural and social activities result in the intermingling of the community to
a great extent with the other communities residing in Kolkata. Further they were also asked to comment on their social
status as a cultural group and it was found from the survey, where they were asked to ascertain a scale of their opinion
in 1-5, the results reflects that in spite of their responsiveness of being a faint cultural group most of them are not that
much involved in reclamation of their social entity and that is a very pertinent reason which in future will result in
acculturation of Anglo-Indians and socially integrating themselves with other communities which will make their cultural
imprints merely a history.

Keywords: Anglo-Indian, Cultural group, Social status, Acculturation, Bow Barrack, Kolkata

1. INTRODUCTION

The intermingling of diverse culture and racial background has often led to acculturation, of which Anglo-Indian is a
perfect example. British in the hope of indigenous support encouraged the growth of the community of Anglo Indian, who
was the mixed descendant of the cross-cultural union between Indian mother and European father (Bhowmick 2009).
Anglo-Indian community gradually developed its distinct culture and unique lifestyle which were the blended version of
both Indian and European traditions, but the prevalence of latter one is remarkable (Procida 2002). British were the
dominant contributor to form such assimilated community rather than any other Europeans like Portuguese and French
(Debi and Nandan 2006).

In the nineteenth century, Anglo-Indians numbering 100,000 represents a small minority group having a sound
authoritative knowledge of Indian cultures and complete believe in British Raj (Walsh 2006). During the freedom
movements in India, many Anglo-Indians were found to be with the British and thus, it resulted in a deep feeling of
distrust among the then Indian people which in turn reduced the potential acceptance from the native country people in
favor of them (Masters 2012). Most of the Anglo Indians had already left India during its independence in 1947 intending
to settle down in UK, Australia, New Zealand and Canada. The exodus continued till late nineteenth century when most
of the Anglo-Indians left the country and those who could not, still aspire to leave (Anthony 1969; Mills 1997). They
followed British customs and tradition and thought themselves as British. Melvyn Brown, known as the “chronicler of
Anglo-Indian community” says that most Anglo-Indian who left for western shores were affluent enough but those who
left behind could not afford to move. Since 1961 Anglo-Indians have not been counted separately in the census (Caplan
2003). Presently as per as the Indian constitution, Anglo-Indians forms the only minority group in the arena of the social,
cultural and political level, with English as their mother tongue and are most urbanized in terms of residence. Though
being a marginalized community, the socio-cultural uniqueness of the community has a noteworthy impact in India and
in Kolkata as well, where they constitute the largest number of the population compared to the other place of residence.

The Anglo-Indian community after 1970 faced a challenging phase of their existence. The job reservations in certain
public sectors like railways, post and telegraphs and customs for the community ceased to exist, the social survival
situation becomes difficult (Dhavle, 2010 & Sen, 2014). The separation of the community from the mainstream society
forces them in the formation of their own association, incorporated themselves into a new avenue of work and
developments of the schools. The community lacks the solidarity and collaborative power which have created political
backwardness for themselves which has impinged upon the educational backwardness as well, as exemplified in the
study by Lobo in 1996. The Anglo-Indians soon after independence faced identity crisis and their social position and
existence become endangered which has forced the community into endogamous marriage. The women who go out of
this tradition and marry non-Anglo-Indian men are excluded from being a member of the community (Sen, 2014). This
leads more to the decrement of the Anglo-Indians population also.

The paper specifically deals with the cultural and social aspect of Anglo-Indians of Kolkata city. It also attempts to find
out the imprints of remarkable cultural aspects of the community and at the same time, the work analyses the social
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entity and status of such cultural group in Kolkata city, especially in those places which are significantly characterized by
their habitat and working environment. The work is very pertinent from the social dimension as in different studies of
society it has been found that culture really matters in the society. The culture of a group helps to shape its social process
and this is why culture is considered as work; and work itself is a social process (Smith 2000).

2. OBJECTIVES AND RESEARCH QUESTIONS

The objectives of the research work are:
1. To understand the remarkable cultural imprint of the Anglo-Indians in Kolkata

Research questions:

e  What are the unique cultural traits they follow?
e How are they different from rest of the community in terms of housing, food style, eating habit and dress
code?

2. Tounveil the present social entity and status of the Anglo-Indian community.

Research questions:

o  What s the present social crisis that the community is undergoing?
e How is the community overcoming the crisis?

3. METHODOLOGY

The research work is based on literature studies and primary survey via interviews and questionnaire survey. The work
has undergone through reviews of literature which are available in different texts, libraries and some exclusive sources
in Kolkata city, like National Library, Asiatic Society and Young Men Christian Association. The literature background
analysis through bibliographic research, provide the base for the understanding of the cultural traits of the community.
The Map has been prepared under the GIS environment which demonstrates the evolution of the habitat of Anglo-Indian
in West Bengal and it is self-explanatory in the study of socio-cultural dimensions of a particular cultural group. The map
is important in the socio-cultural evolutionary studies as it helps us to understand the spatial and temporal pattern of
the community and its location along with tracing of its migration paths (Calkins 2012; Edelson 2012). Primary data has
been collected by conducting the survey which includes interviewing of Anglo-Indians in Kolkata, questionnaire survey
with open-ended as well as option based questions. Such questionnaires have been framed on the basis of perception
which is guided by the detailed literature studies about cultural and social aspects of Anglo-Indians. The sample size of
seventy Anglo-Indian persons is considered keeping in mind the time constraints and research objectives and moreover,
such sample has been chosen very carefully so that it can represent the whole community and different aspects under
study. In addition, the respondents are chosen through snowball sampling as their population counting was stopped
recorded in the census since 1961.

4. CULTURAL IMPRINTS OF ANGLO-INDIANS IN KOLKATA

Kolkata can be considered as the habitat of a considerably largest number of Anglo-Indians in the world (Andrews 2014).
They have alasting impact on the culture and tradition of Kolkata city and have developed their own cultural uniqueness.
In all dimensions from distinct Churches like St. Andrew’s, St. Mary’s to vibrant educational institutes like St. Xavier’s
College, Assembly of God Church to typical cake shops like Flurys, Saldanhas bakery Anglo-Indians have a strong cultural
imprint. Their clothing, foods, traditions, customs highly resemble their significant inclination towards the European
culture (Bonisch-Brednich and Trundle 2012) and their reluctant nature to adopt Indian culture that lacks western
essence (Procida 2002). Their cultural attributes such as following Christianity and western style and considering English
as their mother tongue resulted in a cultural gap between them and other Indian cultures (Gist and Wright 1973). Thus,
Anglo-Indians are considered as an amalgamation of two cultures and two races (Padua 2005).

4.1 Habitat imprints in the city

In the earlier times the city was divided into two main sections: “the Black Town” for natives and “the White Town” for
the British administrators, businessmen and Anglo-Indians. The central Kolkata is largely influenced by British as
reflected from its architecture than any other part of the city. This is the area where Anglo-Indians first made their home
(Andrews 2005). They mainly avoided the wards that were dominated by the then Hindu population. Since the Anglo-
Indians were the result of the mixed union between British and Hindu, they were denied of a recognizable status within
Hindu caste system and thus were excluded from the Hindu society. But to the contrary, European community welcomed
them wholeheartedly as the addition to their numbers (Dover 1943; Glorney 1935; Stark 1987). It was in the late
eighteenth century when they got recognized as a separate cultural group (Grimshaw 1959) and by 1750 in Kolkata Fort
Williams, St. Anne’s church, freemason’s society were built and the first theater was opened. After the Mutiny in 1857,
the gap between Anglo-Indian and Indians became widen due to their assistance and support to British for controlling
the transport and communication means (Grimshaw 1959). Later in the last decades of the nineteenth century, under the
pressure of ‘Indianization’ the British started to seclude them and denied their preferential right (Craddock 1930). Thus,
the social contact between the British and Anglo-Indian community started declining. Such decline caused a strong unity
among the Anglo-Indian members and they started acting in a group as an exclusive community and ultimately acquired
a cultural identity which is a blended version of both East and West. They started considering India as their Motherland
and British as their Fatherland (Blunt 2002; Grimshaw 1959).
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Basically, the Anglo-Indians indigenously settled in small railway colonies (Figure 1) like Kharagpur, Santragachi and
Asansol (Roychowdhury 2000; Schermerhorn 1975). They were mostly engaged in the jobs offered by the then railway
departments (Cressey 1935). Slowly the second generation of Anglo-Indian started moving towards Kolkata (Figure 2);
mostly settling in areas around Elliot Road, Bow Barrack, Rippon Street, Park Street, the area between Circular Road and
Chowringhee, Park Circus in their own mansions (Sen and Goswami 1988). But the scenario in case of the Bow Barrack
(oldest building of central Kolkata) is completely different. The Anglo-Indians of Barracks are born and brought up in
Kolkata. They at heart are Kolkatans. This has also been revealed from the interviews. Now Anglo- Indians are known for
their typical big families. Later on, when India got independence, they had a choice either to leave or stay in India. Frank
Anthony, their political leader and historian made a decision to stay on (Anthony 1969). Since then they have imbibed
the Indian culture into their lifestyle.

Figure 1. Railway Colonies of West Bengal from where the Anglo-Indians migrated to Kolkata

Figure 2. Places in Kolkata city where to the Anglo-Indians migrated

4.2 Anglo-Indian Associations

Anglo-Indians have formed an association known as All-India Anglo-Indian Association (AIAIA). It is the direct progeny
of Eurasian and Anglo-Indian Association, founded in 1876 in Calcutta (Moreno 1923). The Association has over 62
branches in India. In Kolkata, the Anglo-Indians have developed the club culture where there are clubs like the Ranger
Club, Grail Club, Calcutta Anglo Indian service society (CAISS), Dalhousie Institute and Anglo-Indian Catholic federation.
In Bow Barack, they have formed their own Bow Barack Association where they take initiatives to organize special days
for sports, Easters, New Year and Christmas (revealed through interviews). They get together mostly on Sundays and
whenever they are free to have a drink or play some pool and party. Mostly the club members come together and
celebrate the day by playing guitar and singing a country song. All together, they consider themselves as socially well-
coordinated community and certainly love to have parties and also need lots of get-togethers which may be exemplified
by the IXth International Anglo-Indian that was held in Kolkata from 6t to 12t January 2013 where the Anglo-Indians all

over the world gathered at the same place.
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4.3 Anglo-Indians’ typical cultural imprint on Kolkata

Anglo-Indians’ cultural identity in terms of their customs and traditions are more of the European type. They have
adopted English as their mother tongue and attire as of western kind. Their family planning, house structure, housing
furniture, lifestyle, food habits and accepting Christianity as their religion, associate them more with the Western culture
rather than of East. They have put a little effort in understanding of other Indian cultures like Hinduism, Islam or any
other else. They also have a faint knowledge about Indian mythological heroes, Indian’s art, dance forms and literature
than that of the British’s form of society, western folk protagonist and literature. It is highly evident that the Anglo-Indian
members of India belong mainly to two most powerful and conservative Christian sects (Hedin 1934). Most of the Anglo-
Indians are Roman Catholic and so, in every church like St. Thomas in Middleton Row or St. Mary’s in Rippon Street they
can be mostly found, though one-third is Anglican and remaining are of Protestant faith (Cressey 1935). Anglo-Indians
with Catholic and Protestant beliefs differ from each other in the services they do and prayer they perform. Protestants
believe they can directly pray to Jesus instead of praying to the saints’ intercession while the Catholics believe in the
saints. Catholics have an Order of Mass while Protestants just have Sermons, Protestants have Pastors who can marry
but Catholics have Priests and Nuns who completely devote their lives to Jesus. Anglo-Indians have a convention of
visiting churches on every Sunday. Christ with the sacred heart is the common image that is present in almost every
Anglo Indian’s house in Kolkata. Apart from the holy images and idols, the altar and showcase are common too. Most of
them don’t know the reason but they believe that the altar and showcase have to be there. And this tradition is passed
through every generation. The altar and the showcase are mainly present in the living room but those who have large
mansion they have them in a separate room (Andrews 2005).

Atavery scheduled time at 7.15 in every evening, the Roman Catholics of Bow Barracks recite the rosary at a grotto, built
in 1999, against the wall separating two blocks of Barrack. Held once a year is the Feast day of Lady of Lourdes (title
given to Blessed Virgin Mary) in Barrack which is the celebration of the anniversary of the grotto with a rosary,
procession, supper, drink and merriment (Andrews 2005). Anglo-Indians are the culturally rich community with
members having a sound knowledge about their customs and traditions. Anglo-Indian culture is completely different
than that of the Converted Christian. They have a sense of superiority over the Converted Christian (Caplan 2003).
Moreover, in Kolkata, the Anglo-Indian Christianity is the milieu of Hinduism. Thus it is termed as “Hindu Christianity”.
This is reflected through the change in the seating arrangements in the church that is made on the floor, use of agarbatti
(incense sticks), garland and arti (prayer with candle), which enlighten the shift of expression or the assimilation of
culture (Robinson 2003). The seating arrangements are made on the floor especially during a marriage.

Among the festivals celebrated by Anglo-Indians, Ash Wednesday marked as the beginning of the season of lent where
they burn the Palms of the previous years’ Sunday Palm for ash which is blessed. They considered ash as the symbol of
the transience of life; it is from dust humans are created and to dust, they shall return. After forty days of lent which is
the period of prayer, fasting and self- introspection they celebrate Maundy Thursday. Maundy Thursday is the ceremony
of washing the feet and reciting the story of Jesus’ last supper (Bower 2003). Maundy Thursday is followed by Good
Friday, which commemorates the final hours of Jesus life which is in turn followed by the celebration of Easters, which is
the resurrection of Jesus Christ, the old and most important Christian feast (Trawicky 2009). Christmas is their main
festival of merriment when they celebrate the birth of Jesus. They have a tradition of making their own Christmas cake
which is the distinct Anglo-Indian custom. Each family has a secret cake recipe, handed down by their grandmother.
During Christmas Anglo-Indians as well as other community of Kolkata celebrate the day by eating cakes. They mostly
buy cakes from Flurys, famous Anglo-Indian cake shop and others include Nahoums and Saldanhas Bakery. Nearly three
weeks prior to the holy eve of Christmas every church like St. Paul’s cathedral, St. Mary’s, Auxillium, St. Anthony’s , St.
Thomas, St. Anne’s including the whole Park Street and Bow Barracks get dressed with lights. And on the eve the whole
Kolkata along with the people from neighboring districts gathered around Park Street, St. Paul’s cathedral and other
notable places to enjoy the Christmas celebration, which is celebrated with singing carols, bursting of crackers and all
people wear Christmas caps. And the Anglo-Indians of Barracks donate and help the poor Anglo-Indians’ as well as other
communities’ children on the Eve of Christmas. Next to Christmas, Baptism, first Holy Communion is celebrated by the
community with a big bash. They consider Baptism as a bond which binds the community together. Marriages,
engagements and birthdays are the other celebrations which they are heavily into.

Anglo Indians are highly gregarious and convivial community who love to feast. They are a connoisseur in eating and
drinking and are crazily into sports and music lovers. Music, movies and socializing were high on their agenda. From jazz
to tango; from swings, cabaret songs to Hollywood film songs, their styles in music are varied. Sheet music i.e.
handwritten or printed form of musical notations was first organized out of Kolkata which was later available throughout
most cities of India (Shope 2004). The famous jazz singer of Kolkata Pam Crain, on whose song the whole Park Street
swings, is the Anglo Indian whose contribution is widely known. She is India’s first and only jazz diva. She was the voice
of the legendary Blue Fox in Calcutta. In 1971 Pam Crain, saxophonist Braz Gonsalves and Louis Banks together form a
band known as “The Louis Banks Brotherhood”. They began performing at the Hindustan Hotel which led to an invitation
to play at the famous nightclub of the then Calcutta, The Blue Fox Restaurant (Atkins 2003). Among Anglo-Indian bands,
Sonny Lobo’s band and Don Saigal’s band are the well-known bands of 1930s Calcutta. They love to dance. Jam attracts
mostly the Anglo Indian teenagers while all other loved jive, jitterbug, foxtrot, waltz, swing dance which embellishes on
the two-step pattern and frequently incorporates acrobatic style swing steps. Annual Christmas dance, wedding dance,
regular club dance; they would find excuses for music and dance (Brown 2010). All the Anglo-Indians are crazily into
sports. Leslie Claudius and Vece Paes are the recognized personnel who have made a huge contribution in the Indian
Hockey; Jennifer Paes in volleyball and Leander Paes, the son of Vece Paes and Jennifer Paes, in lawn tennis are the Anglo-
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Indians of Kolkata, nowadays here lies huge difference between the new generation Anglo-Indian and Kolkata’s Anglo-
Indian. Today Anglo-Indian refers them more towards India than towards Kolkata of which the best examples will be of
Leander Paes and Derek O’Brien whose own excellences gave them the limelight in India.

4.4 Culinary imprint of Anglo-Indian community

Anglo-Indians have adopted a unique cuisine style which is a mixer of both East and West, combination of the European
and Indian percent. The intermingling of the two cultures has resulted in an assimilated food recipes in the Anglo-Indian
kitchen. They are non-vegetarians and thus have a strong affection towards the western dishes for meats and eggs and
Indian dishes for rice, vegetables, curds, papads, pickles and chutney. Anglo-Indian cuisines have a great deal of
innovation and variety in soups, entrees, side dishes, sauces, salads and desserts. They liberally use coconut, yogurt and
almonds in their recipes with a tinge of Indian spices (Brown 1998). Of all the cuisines “mulligatawny” is the world-
renowned soup, which is the anglicized version of the Tamil word for “pepper broth”. Even though their food resembles
the amalgamation of British and Indian, the Christmas dinner is uncompromisingly the British. For Christmas dinner,
Anglo-Indian of Kolkata consume mostly chicken roast, pork vindaloo, mashed potatoes and spared ribs and for lunch,
pulao chicken curry is commonly preferred. And the dessert includes Palm cake, Apple pie and pudding. They normally
consume yellow rice and ball curry which is actually pulao and kofta. Most of them cooked yellow rice and ball curry on
Sundays. Other Anglo-Indian recipes include boiled eggs and capsicum curry; devilled beef mince balls, caramel custard,
pork or lamb chops, chicken jalfreizi, kushka rice, pea’s pulao and others. Anglo-Indians in Kolkata have opened their
own cake shops known as Flurys and Saldanhas bakery which are famous for cakes and desserts. At the time of Christmas,
the hotels and restaurants at Park Street mainly serve Anglo Indian cuisines. They are frequent visitors of Nahuoms and
Trincas. Fairlawn is the only Anglo-Indian hotel in the heart of Kolkata established at 1783, stood on the junction of
Madge Lane and Sudder Street. Six National awards were awarded to the Hotel by The Ministry of Tourism which
contributed to the pride of the hotel itself and to the city, Kolkata. Famous actors like Sashi Kapoor and Jennifer Kendall
have stayed in the hotel, whose pictures are still hanging on the wall of Fairlawn Hotel (Bhattacharya 2014).

4.5 Exclusive dress code

During pre-Independence, the apparel styles included organza, taffeta and fluffy skirts. It was till the 1970s when women
wear only western attires- dresses, skirts and pan-suits and gowns; both at works and houses. Anglo-Indians have clothes
for different occasions (Vimala 2013). Usually, twelve dresses they have in total besides four wrappers, which include
two afternoon dresses, two plain white dresses, one cold weather wear, one ball dress, two dinner dresses, one
waterproof dress, two evening dresses, one black silk, with two skirts and two bodices (Anglo-Indian 1882). But in recent
times, to blend with others they wear salwar and kameez at work. Clothing for men includes long tailored trousers and
open-necked business shirts (Andrews 2005). Even now during marriages, engagements and funerals they prefer to wear
dresses and suits. Anglo-Indian women could be identified by the Holy Cross on a necklace they wore with any clothing.
English is the mother tongue of all Anglo-Indians in Kolkata. The language which they use is quite unique. They have
funny phrases like “Chutney Mary”, for a girl who dresses up a lot; when aunties wear dresses and petticoat shows, they
call it “Sunday is longer than Monday”; they call a girl “Wallflower” when she is without a partner at a dance.

4.6 Community imprint in educational sector

In the first half of nineteenth century in the urge to provide education to their children many educational institutes were
established with the aid of influential men and societies La Martiniere College was established in 1836, St. Xavier’s College
in 1834 and the other institutions include St. Thomas, Calcutta Boys’, St. Paul’s’ Mission School, St. Michael Anglo-Indian
School, Frank Anthony Junior School, Pratt Memorial, Scottish Church, St. Bernabas’ High School (Kaminsky and Long
2011). The Anglo-Indian organization in Kolkata by taking subscription fee from their members which varies from 15-
45 rupees a month provides scholarship to students in every year. And they have an educational institution like Frank
Anthony Public School which provides free education for Anglo-Indians. In fact the ICSE board (Indian Certificate of
Secondary Examination) is an Anglo-Indian board for education. In fact in Kolkata during recent post Independent era
for proper pronunciation and accent of English, the English Missionary Schools appointed Anglo “Miss”. They have
contributed a lot to the educational system of which mention could be made of Miss O’Connor, Mrs. Brackstar, Miss White
and Miss Martindale who were the teachers of Loreto Day School, Sealdah. Other includes the principal of Calcutta Boys’
Mr. Hicks and Prof. Pinto of St. Xavier’s College (Bhattacharya 2014).

4.7 Typical occupational pattern

Anglo-Indians have never adopted the traditional joint family system of India. They are believer of equalitarianism of
nuclear family. They never imposed any restrictions upon their women in fields of marriage, education and work unlike
caste system in Hinduism, which they regard as undemocratic System (Gist and Wright 1973). In Kolkata, Anglo-Indian
women play the dominant role in service sectors during the British Rule, as Hindu women due to their orthodox traditions
and customs forbid them to work outside. During British Rule, in occupations like nursing, teaching and secretarial work,
mostly the Anglo-Indian women were involved. Eventually, after Independence such involvement was replaced by Indian
Christians as Indian Christians have fluency in local languages other than English whereas Anglo-Indians only have
proficiency in English on as they were reluctant to learn other local languages. But slowly due to their command upon
English they were appointed in number of office works likes airhostess, receptionist, sales personnel, nightclub
entertainers, models. So unlike other Hindu women, Anglo-Indian women are independent, self-reliant, hard worker,
who have the ability to support themselves and their family (Schermerhorn 1975). By virtue of the lifestyle, the Anglo-
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Indian women were quite habituated in attending nightclubs, drinking liquors and the dresses they wore were
considered indecent by the Indian women. Their free and liberated western style of living was considered cheap by other
people (Lyons 2005). Very significantly in the present day situation, their lifestyle has a strong imprint upon the women
of Kolkata for which they were neglected and considered indecent and cheap before.

The twentieth century was the modern period of Anglo-Indians when they were able to make a rapid progress in every
direction. The availability of well standard educational institutes helps them to hold post in different departments of
Government. Various Bills and Reforms of the Government like Morley-Minto Reform in 1909, the Montague- Chelmsford
in 1919, and the Indian Bill in 1935 recognized Anglo-Indian as a minority group and provided separate electorate for
them, where two seats were reserved for them in Lok Sabha. In Kolkata also one seat is reserved for them in the Vidhan

Sabha (legislative assembly) (Gangopadhyay 2012).
5. PRESENT CRISIS OF UNIQUENESS IN THE COMMUNITY

The primary survey exemplifies the changing character of the three hundred years old community. The structure of the
community has undergone modifications and changes not only in terms of number but also in terms of the social entity.

5.1 Change in habitat distinctness

It is evident that groups of the Anglo-Indian population who are living in the Bow Barrack area are original habitants of
Kolkata city and other groups who have migrated into the city are living in some other specific places like Rippon Street,
Park Street, Picnic Garden and Behala (Figure 2). Still now, internal migration within the Kolkata city is taking place. The
Anglo-Indians from Bow Barracks, Rippon and Park Street are migrating to Picnic Garden and Behala (Andrews 2005).
The reasons of migration when asked, they replied in favor of wider place, less congested area. Few among most of the
Anglo-Indians of Barracks are still willing to migrate to the other parts of the city. In the context of migration from India,
most of the Anglo-Indian surveyed are aspire to go and settle down abroad if they would get chance in the future. Though
they the love city and the place they live yet they have the desire to move to places outside India specifically to European,
American and Australian countries. But however, their wish to migrate is more imaginative than physical (Gangopadhyay
2012). As revealed from the survey, the Anglo-Indians staying in Kolkata have social communication, links and network
with the Anglo-Indian staying in abroad. This is the reason for keeping the flame of desire alive to migrate out (Kandel
and Massey 2002).

5.2 Changing occupational uniqueness

Changes have taken place in the family occupation of the individual household when it is compared with the present
generation occupation. A Negative correlation (-0.09) exits between the past and present occupational pattern (Table 1).
The present generation is not motivated enough to stick with the occupation in which their predecessors were engaged.
This highlights the transformation and change in the occupational pattern of the household which in turn reflects the
unwillingness to carry on the traditionally typical Anglo-Indian occupations by the present generation. Thus the
occupational distinctness is also getting extinct eventually which is quite inevitable.

Table 1. Correlation matrix for family occupation history and present occupation trend
Family Occupation history Present Occupation trend

Family Occupation history 1
Present Occupation trend -0.097590007 1

5.3 Change in ancestral exclusiveness

In context to the relationship with other community members as revealed from the survey throw light on the fact that
they are very sociable and friendly. They have got assimilated with different other communities of Kolkata. In fact, in Bow
Barracks they exist side by side with other communities like Muslims, Bengalis, Chinese and Goans. When asked about
the relationship and whether they face any discrimination in the city of Kolkata, their reply was like - “No, we work with
them, celebrate with them and stay with them within the same compound”, but another aspect has also come out of the
survey that within the community there is a little bit of lack of co-operation, mainly among the high and low class Anglo-
Indian people. This difference is subdued within their mental set up and generally is not reflected outwardly. The
customs, traditions and rituals of this community are the essence of binding the whole community together, otherwise,
the sense of commonness and feeling of togetherness would have been lacking among the Anglo-Indians (Cressey 1935).

As far as the inter-community marriage is concerned it is found that once believing in extreme endogamy this community
in the present day is characterized by some exogamous marriage practices. It generally leads to acculturation at the cost
of exclusive and conspicuous cultural traits. Therefore, the Anglo-Indians who are accepting the exogamy practices are
basically accelerating the process of acculturation. The community encourages its people not to accept the exogamy. The
analysis of primary data represents that the correlation between ‘intercommunity marriage’ and ‘financial assistance
from Associations’ (Table 2) is a little bit positive (0.22) there is a relationship between these two components. It is
because of the fact that the persons, who have done inter-community marriage, are not getting financial incentives
provided by the Anglo-Indian Associations, even the children of those parents do not get any scholarship for their study.
Inter-community marriage is the only eligibility criteria to avail the financial support from such Associations. This is why
the community people are encouraged to get married not only with the Christians but also within their community to
keep their cultural entity intact in the form of a typical social group.
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Table 2. Correlation matrix for inter-community marriage and financial assistance from Associations
Inter-community marriage Financial assistance from Associations

Inter-community marriage 1

Financial assistance from 0.224345482 1
Associations

5.4 Inactiveness in reclamation of entity

Positive correlation between awareness of Anglo-Indian about social entity and ‘feeling of getting socially faint’ is coming
out with a value of 0.25 (Table 3). A five point scale has been effectively used during the survey to assess the awareness
of the Anglo-Indian about their social entity (Table 4). The result represents that about 87% respondents (considering
point 4 and 5) are well aware of the gradual faintness of their entity in society, but when they were asked about their
involvement in the social activities to revive and to improve their social status, the replies mostly represent their
inactiveness. That is why a negative correlation is found (-0.12) between awareness of Anglo-Indian about their social
entity and ‘activity to reclaim social status’ (Table 3) which means there is no link between awareness and activeness.
The turmoil of association between their fatherland (Europe) and motherland (India) created a dichotomy in their mind;
physically they are in their motherland but their mind wants to be in their fatherland. This duality resulted in the loss of
their identity (Gangopadhyay 2012). The value of 0.15 in the correlation matrix (Table 3) between ‘Anglo-Indian
Associations involved in’ and ‘aware of their social entity’ depicts that few of the Anglo-Indians are attached with some
Anglo-Indian Associations because of their strong feelings of keeping their society intact. A moderately strong correlation
(0.42) has been found (Table 3) among the two components viz. ‘performing cultural activity to reclaim the society’ and
‘activity to reclaim social status’. The value is indicating the fact that those Anglo-Indians who are involved in reclaiming
the community entity in the society have focused on reviving the cultural aspects of the community. The associations are
trying to bring back their former social entity into the present era of cultural assimilation and acculturation.

Table 3. Correlation matrix showing relationships between awareness and activeness of Anglo-Indians

Aware of Activity to Feeling of Anglo-Indian Performing
their social reclaim social | getting Associations cultural activity to
entity status socially faint involved in reclaim society

Aware of their 1

social entity

Activity to reclaim -0.126523004 1

social status

Feeling of getting 0.25361705 | -0.137620471 1

socially faint

Anglo-Indian 0.150750041 -0.578444773 -0.029368607 1

Associations

involved in

Performing cultural -0.378991874 0.429772247 -0.032530002 -0.2766475 1

activity to reclaim

society

Table 4. Individual's community awareness in 5 point scale

Points No. of respondents | % of respondents

1 (No idea) 1 1.42857143

2 (Not aware) 0 0

3 (Neutral) 8 11.4285714

4 (Aware to some extent) | 16 22.8571429

5 (Fully aware) 45 64.2857143

This glimpse of getting socially pale and their unwillingness to retain their society through cultural and social activity
results in the break in their cultural solidarity. They lack strong leadership who may amalgamate the whole community
into one. This leads to the cessation of the autochthonous Anglo-Indian institutions. Social work is mainly done by the
Anglo-Indians of the outside country, they on an annual basis send fund to the Institutions in the hope of keeping the
community alive as a unique social group (Cressey 1935).

CONCLUSION

This study of Anglo-Indian community is done to assess their strong cultural imprint and eventual faint social entity in
Kolkata city. The study reveals that culturally, the community has a distinct and unique position in Kolkata city since its
inception. The celebration of Christmas, the birth of Jesus is as grandeur as the celebration of Durga Puja (worship of
Goddess Durga) of Bengali community which is a dominant one in the city. The Christmas without Anglo-Indian would
not have been so lively. The Park Street Cemetery and St. Paul’s Cathedral occupy important historical positions in
Kolkata. These places are being promoted as the tourist destinations as large number of people are visiting regularly.
The present day Kolkata is significantly experiencing the Anglo-Indian imprints in different dimensions of the city life
like dress codes, cakes and educational institutions.

In spite of holding a strong cultural position, this community is at the verge of getting faint. The population of Anglo-
Indian, which was estimated to be the largest in Kolkata, is presently decreasing day by day. People are migrating out
from the city to other countries to settle down permanently. Thus is rightly termed by Caplan (1995) as “culture of
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emigration” visualizing the stream of out flow of Anglo-Indians from India. The Primary Survey discloses the fact that the
community is well aware of their faint social entity, but the magnitude of socio-cultural activities to reclaim that by them
is not significant. The Associations to some extent are trying to revive their social entity. A small percentage of people
who are associated with the society are involved in cultural activities to rekindle their social existence. Though they have
feeling social faintness yet their unwillingness to retain their social status will slowly result into the break in their cultural
flow.

The decreasing number of people, weak social entity and gaining more importance of western culture will lead to their
migration outside Kolkata as well as India. Andrew (2008) has thrown some light on the situation that though the Anglo-
Indian political leaders are trying to persuade these people to stay in India they are willing to migrate out because of their
strong belief that they will get more social benefits outside India. There is an increasing trend of inter-community
marriage and their awareness of becoming socially faint have created little or no stir in the society which points out the
fact that as a whole the community is not that much interested to carry on their cultural distinctness with faint social
status and thus in the span of time the community will disappear from the heart of Kolkata. Younger (1987) thus has
significantly stated -

“After twenty or thirty years, one will not hear of an Anglo-Indian as such. The few that are left in India will marry Indians
and become Indians. The Community that was born 300 years ago will eventually disintegrate”
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1528 ALLOTTING LAND FOR PUBLIC PROJECTS USING LAND-USE SUITABILITY

MATRIX: CASE STUDY OF MULTI-MODAL LOGISTICS HUB PROJECT IN THE CITY
OF ROURKELA

ABSTRACT

Complex decisions in land use planning include the feasibility of a portion of land to tolerate the allocated activities in a
sustainable way. Objective of this study is to forecast the land-use suitability of all vacant, reclaimed and waste land
parcels in the administrative area of Rourkela city. This required devising a simple analytical relationship between the
land-use suitability and land use influencing factors, like terrain, landscape, land price, residential density, accessibility
(to CBD, major roads), existing infrastructure (water supply, drain age, sewerage, solid waste management, public
utilities and functions). This allows quantification of spatial units of land available for development, in strategic order of
priority. Once analytical relationship factors are established, this matrix can be upgraded as a decision-making tool for
strategic allocation of infrastructure and other services. Results from this matrix in our study also show overlaps of
differentland-use suitability in same land parcels. Prioritization of the development order is done by incorporating public
opinion, thereby making the planning process inclusive. This analytical relationship matrix is then used to allocate space
for a much-required logistics hub. This strategic model functions as a tool for land-use planning and setting development
control and guidelines.
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AFTER THE IMPLEMENTATION OF COMMUNITY-BASED FOREST MANAGEMENT
(CBFM) CASE STUDY: CBFM COFFEE IN SIMPANG VILLAGE, GARUT REGENCY,
INDONESIA

Evaluating the Economic Rationales of Vegetable Farming after the

Implementation of Community-based Forest Management (CBFM)
Case study: CBFM Coffee in Simpang Village, Garut Regency, Indonesia
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1105 GRADUATE MIGRATION IN GERMANY - NEW EVIDENCE FROM AN EVENT

HISTORY ANALYSIS

ABSTRACT

Human capital is a key determinant of regional development and universities are supposed to play a crucial role for
human capital accumulation in regions (Gennaioli et al. 2013). However, graduates of local universities will only increase
the human capital endowment if they stay in the university region and especially for smaller regions out- migration of
gradu-ates might be an issue. Therefore, understanding the migration decision of graduates is of particular importance
for less developed regions with institutions of higher education (Haapanen
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1131 WHY DO WOMEN EARN MORE THAN MEN IN SOME REGIONS?

ABSTRACT

It is a stylized fact that women earn less than men in Germany. Viewed from a regional perspective, however, large
disparities in the gender pay gap (GPG) appear. Whereas women earn 60 percent less than men in some regions in
Germany, their wages outweigh male wages by up to 16 percent in other regions. So far, the reasons for these regional
differences and especially the question which role regional characteristics play in comparison to individual and job-
related factors have not been fully resolved. Therefore, the aim of this paper is to shed light on the determinants that
drive the regional differences in the GPG. Besides providing detailed descriptive evidence for the NUTS 3-regions, we
quantify the impact of regional, individual and job-related factors. Our analysis rests on a comprehensive data set that
encompasses all German employees liable to social security contributions in the year 2015. We combine the commonly
used Blinder-Oaxaca decomposition with quantile regressions. This method allows us to decompose the GPG into an
explained part related to differences in observed characteristics and another part related to differences in returns to
these characteristics along the entire distribution of the GPG. First decomposition results hint towards a dominant role
of individual and establishment factors. Their explanatory impact differs across quintiles, emphasizing personal
endowments and the regional economic structure as important forces driving regional differences in the GPG. Results for
the regions with a very large GPG highlight the prominent role of the local sectoral and plant size structure in providing
well-paid jobs especially for men.
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1191 EFFECTS OF RESIDENTIAL MOBILITY AND MIGRATION ON STANDARDS OF

LIVING IN DAR ES SALAAM, TANZANIA: A SEQUENCE ANALYSIS OF RESIDENTIAL
HISTORY DATA

ABSTRACT

Intra-urban residential mobility and rural-to-urban migration could play an important role in improving standards of
living for urban poor. This paper investigates the effects of both intra-urban residential mobility and rural-to- urban
migration on standards of living for poor households in Dar es Salaam, Tanzania. We particularly examine the complete
residential history of households using a representative sample of 2397 households. We measure various levels of five
housing conditions, namely, access to water, access to sanitation, access to permanent structure, security of tenure, and
sufficient living space, and use sequence analysis to find similarities and dissimilarities in evolution of households’ living
conditions. We then use cluster analysis to establish patterns of pathways to improved housing conditions for each of the
five housing elements described above. We then study how these patterns relate to household’s migration to the city and
residential mobility within the city. We analyze and identify positive impacts that residential mobility have on housing
conditions. The main objective of this study is to demonstrate how migration and residential mobility could work for
improving living conditions for urban poor.
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1794 HOME EQUITY AND THE TIMING OF CLAIMING SOCIAL SECURITY
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ABSTRACT

We examine how changes in house prices affect when eligible individuals start receiving Social Security Retirement
Income (SSRI). Since changes in house prices and receipt of SSRI are likely to be correlated with unobservables, we
employ an instrumental variables strategy using the land supply elasticity of an MSA interacted with changes in the
national house price index as an instrument. We find that the elderly delay SSRI claiming when house prices increase
during a boom period, but not during a bust. Our findings highlight that the cashing-out of home equity can be used to
finance expenditures to delay SSRI receipt.
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1. INTRODUCTION

It is widely recognized that the United States, like many other countries, is moving into an aged society. The proportion
of individuals over the age of 65 in the U.S. rose from 8 percent in 1950 to 13 percent in 2010 and is expected to rise to
over 20 percent by 2030 as the Baby Boomer generation ages (Lee, 2014). The rapid increase in the share of the elderly
population is something policy makers are cognizant of, as it raises concerns about the financial readiness of the
retirement system at all levels of government. Therefore, it is important to understand how elderly households draw
upon different assets to finance retirement. Among the various financial assets of the elderly, Social Security Retirement
Income (SSRI) and home equity are typically the two largest components of their balance sheet, especially for low-income
households (Poterba, 2014). While many researchers have examined the role of Social Security in financing retirement, 11
little research thus far has considered the role of home equity, and, in particular, the extent to which it may substitute for
SSRI in financing retirement expenses. Given the importance of home equity for the elderly and the recent fluctuations in
house prices, studying how the elderly utilize this asset has become increasingly important.2

This paper examines how changes in house prices affect when elderly individuals decide to start receiving SSRI. We focus
on the timing of receiving SSRI because once the Average Indexed Monthly Earnings (AIME)3 has been determined based
on previous earnings, the amount received depends on when an individual starts claiming the benefits. Specifically, an
elderly individual who starts receiving SSRI as soon as he or she is eligible will face a reduced monthly benefit versus if
receiptis delayed.* The reduced benefit amount is usually substantial and permanent.5 We examine the trade-off between
home equity and SSR], as elderly individuals may choose to draw upon their home equity when the value of their house
increases in order to delay receiving SSRI benefits and avoid the reduction in monthly benefits. Studying this issue will
allow us to gain a better understanding of the substitutability of these two assets as a source of income for the aged
population.

When considering the interactions between housing wealth and the decision to receive SSRI, there are likely to be
endogeneity issues present. First, house prices may respond inversely to SSRI receipt as homeowners may engage in
more home maintenance and renovation efforts with the additional income. Second, there may be unobserved local
demand shocks that are correlated with both changes in house prices and when an elderly individual decides to receive
SSRI. For example, unobserved positive local demand shocks may contribute to higher house prices and, at the same time,
overall price inflation in the area, which would increase the likelihood of receiving SSRI benefits early. Alternatively, if
house prices decline in an area, it is likely that the local economy is also experiencing a negative demand shock in the
labor market, which may cause individuals to claim SSRI earlier. Therefore, the failure to directly control for unobserved

1 For example, see Hurd and Boskin (1984), Burtless (1986), Gruber and Wise (1998), Samwick (1998), Gustman and Steinmeier (2005), Van der
Klaauw and Wolpin (2008), Liebman, Luttmer, and Seif (2009), Mastrobuoni (2009), Laitner, and Silverman (2012).

2 Based on the Survey of Income and Program Participation (SIPP), the average ratio of home equity to total household net worth was 36.07% in 2005
for individuals under the age of 35 and this ratio increased to more than 45% as individuals reach 65 years old, as seen in Figure 1. Due to the fact that
the elderly had a larger amount of home equity prior to the Great Recession, they suffered a more substantial decrease in total assets after the decline
in real estate prices in 2007, as shown in Figure 1.

3 The AIME takes the top 35 highest earning years up to age 60 and indexes it for wage growth, and then averages it to get a monthly amount. The AIME
aproximates earnings over the beneficiary’s lifetime at today's wages.

4 Individuals are eligible to receive SSRI at age 62. Sixty-five is the full retirement age (FRA) for cohorts born before 1938. The FRA increases gradually
for cohorts born after 1938. If an individual delays receiving SSRI from 62 to the FRA, the benefit level as a percentage of the primary insurance amount
rises. For example, suppose that an individual turns 62 in 2017, his or her full retirement age is 66 and 2 months, and his or her monthly benefit at the
FRA is $1,300. If the same person starts receiving benefits at age 62, the monthly benefit will be reduced by 25.8 percent to $964. Examples can be
found at https://www.ssa.gov/pubs/EN-05-10147.pdf. We will describe the specifics of the program later in the paper.

5 Most people receive monthly benefit for the rest of their lives after deciding when to claim. However, there are some exceptions. For more details,
see https://www.ssa.gov/planners/retire /withdrawal.html.
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local demand shocks would lead to an omitted variables problem that could bias OLS estimates either positively or
negatively.

To address these endogeneity concerns, we utilize two different instrumental variables. First, we use MSA house price
changes as an instrument for the change in individual house prices to alleviate concerns regarding reserve causality.6 We
argue that this approach addresses individual level endogeneity issues that are unlikely to drive changes in the MSA
house price index. Our results suggest that MSA house price changes are strong predictors of changes in individual house
prices. However, the Wald test fails to reject the null of exogeneity of the instrument. This is likely because of the broader
endogeneity induced by unobserved local demand shocks that are not accounted for with this instrument. To address
this second endogeneity concern, we draw upon geographic variation in the land supply elasticity of an MSA, developed
by Saiz (2010), as the topological characteristics of an area are unlikely to be correlated with local demand shocks. We
interact the supply elasticity measure with the change in the national house price index and use this interaction as an
instrument for the change in local house prices. Our identifying assumption is that the cross-sectional variation in local
house prices is driven by the underlying exogenous differences in local land supply elasticities, which is not correlated
with time-varying local economic activity.”

After using the second instrument, we find that larger increases in house prices caused elderly individuals to delay SSRI
claiming during the boom period from 2002-2006. Specifically, we find that if house prices increased by 10 percent in
the previous two years, the probability of claiming SSRI within one year of becoming eligible is reduced by 4 percentage
points, and the probability of claiming SSRI within two years of becoming eligible is reduced by 5 percentage points.
During the bust period from 2007-2009, we do not find a statistically significant effect on SSRI claiming, which is
consistent with the idea that cashing-out home equity is only viable when house prices appreciate.

To examine the possible mechanism driving our results, specifically to see if what we are observing is due to cashing-out
home equity, we consider the effect of house price appreciation on the total home loan amount. Using the same
identification strategy, we find that elderly individuals are more likely to increase the amount of their home loan (the
first mortgage, any additional mortgages, and any home equity lines of credit) when house prices appreciate. This result
is consistent with the cashing-out of home equity, suggesting this could be a viable channel to obtain additional funds to
finance expenses that allows elderly individuals to delay receipt of SSRI.

Our research contributes to the literature in several ways. First, we fill a gap in the literature by highlighting the trade-
off that elderly households make when deciding which assets to utilize to finance consumption. For a typical elderly
individual with an average level of wealth, SSRI is the main source of income and housing is the largest asset in their
portfolio. The latter lends itself to the opportunity for liquidation and generates another substantial income source. These
two income sources may substitute and affect each other in financing the consumption of the elderly. In particular, the
timing of claiming SSRI will affect the amount of SSRI which not only contributes to individual life-cycle financial planning
decisions but also aggregates to a dramatic shift in timing and amount claimed at the national level. Understanding how
this cycles along with housing market fluctuations is important for policy makers to make the necessary adjustments in
managing Social Security funds. To our knowledge, our paper is the first to examine the direct causal link between a
change in home equity and if an eligible individual chooses to start receiving SSRI immediately. 8

Second, we contribute to the literature that attempts to explain Social Security early claiming decisions. There is a large
literature documenting large gains in lifetime wealth from delaying SSRI receipt.® Yet, despite the large gains from delay
many people still choose to claim SSRI soon after becoming eligible (Shoven et al., 2017). There are many potential
explanations for this behavior, such as leaving the labor force, liquidity, poor health, and concerns about future benefit
cuts due to policy changes (Card, Maestas and Purcell, 2014; Munnell and Soto, 2005; Hurd, Smith, and Zissimopoulos,
2004). This paper contributes to the literature by highlighting how home equity may affect the early claiming decisions.
We show that when home equity is more likely to be a viable source of income due to house price appreciation, individuals
are less likely to claim SSRI early.

Finally, we add to the literature on how home equity affects the consumption and saving behavior of the elderly.10 In
particular, Mian et al (2013) and Aladangady (2017) suggested that the home equity based borrowing channel is a viable
means for individuals to finance consumption. Bostic, Gabriel, and Painter (2009) found that fluctuations in housing
wealth have a larger effect on changes in consumption than changes in stock market assets. Furthermore, Engelhardt
(1996) and Jiang, Sun, and Webb (2011) found asymmetric effects of changes in housing wealth on savings and
consumption behavior, specifically with regards to whether it is a housing boom or bust period. However, this research
has not considered the elderly specifically and how they may use their home equity to cover expenses versus receiving
SSRI benefits. We therefore contribute to the literature by highlighting the decision elderly households make when

6 Several papers have used variation in the house price index at the MSA level to proxy for the change in individual housing wealth, although they
approached this as areduced form regression instead of using the MSA specific house price index as an instrument. See, for example, Lovenheim (2011),
Lovenheim and Mumford (2013), Lovenheim and Reynolds (2013), and Zhao and Burge (2017a, 2017b).

7 This instrument has been used previously in the literature by Mian and Sufi (2011, 2014), Chaney, Sraer, and Thesmar (2012), Mian, Rao, and Sufi
(2013), Cvijanovi¢ (2014), Dettling and Kearney (2014), Aladangady (2017), and Chetty, Sandor and Szeidl (2017).

8 Shoven, Slavov, and Wise (2017) used survey evidence to gain insights into the reasons individuals choose to claim Social Security.

9 See, for example, Coile et al. (2002), Munnell and Soto (2005), Sass at al (2013), Mahaney and Carlson (2007), Meyer and Reichenstein (2010), and
Shoven and Slavov (2014 a, b).

10 See Engelhardt (1996), Gan (2010), Campbell and Cocco (2007), Bostic, Gabriel and Painter (2009), Browning, Ggrtz and Leth-Petersen (2013),
Cooper (2013), Ong, Parkinson, Searle, Smith and Wood (2013), Aladangady (2017), Cooper, (2013), Burger etal,, (2015), Mian and Sufi, (2011, 2014),
Jiang, Sun, and Webb (2011), Mian, Rao and Sufi, (2013), Aladangady, (2017), and Cloyne etal. (2017).
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choosing how to use their housing wealth to finance consumption and possibly delay receipt of SSRI to receive the higher
monthly benefits.

The rest of the paper will proceed as follows. Section 2 discusses the key institutional details of the Social Security
Retirement Income program in the U.S. Section 3 discusses the conceptual framework of our research. We discuss our
identification strategy in Section 4 and data and summary statistics are provided in Section 5. Results are presented in
Section 6. Section 7 concludes and discusses the policy implications of this research.

2 SOCIAL SECURITY RETIREMENT INCOME IN THE UNITED STATES

The Social Security Retirement program, adopted in 1935, is a form of social insurance that provides benefits to elderly
individuals.!! The program is progressive in that the benefits replace a greater percentage of wealth for low earners than
for high earners. Working individuals contribute to the program, which pays for currently retired individuals, with the
idea that the young will receive the benefits back when they retire. Social Security has become essential in the U.S., with
over 50 million people receiving retirement benefits.12

SSRI benefits are determined based on an individual’s lifetime earnings. The Social Security Administration adjusts
actual earnings to account for changes in average wages since the year the income was received. Then, the Average
Indexed Monthly Earnings (AIME) during the 35 years in which the person earned the most are calculated and a formula
is applied to these earnings to arrive at the basic benefit or primary insurance amount. This is the amount that each
individual can receive at the Full Retirement Age (FRA).

There have been three notable changes to the retirement age since the program’s inception. First, the age at which all
individuals are eligible for SSRI was lowered to 62 in 1961. However, the benefits received are lower the earlier the
beneficiary begins claiming. The argument is that individuals will get a larger reduction if they claim earlier because they
will receive benefits for a longer period. The government intends for this reduction to be actuarially fair, though there
are questions as to whether this is true in reality (Munnell and Sass, 2012; Heiland and Yin, 2014). Second, in 1972, the
government provided Delayed Retirement Credits (DRC) to increase benefits for people who delayed claiming past age
65, but the benefit increase is capped at age 70. Finally, in 1983, the FRA was increased for people born in 1938 or later, 13
making the reduction in benefits birth-year cohort specific. For example, the reduction in benefits for claiming SSRI at
age 62 is 20 percent for people born in 1937 or earlier, but is 20.8 percent for people born in 1938. The maximum
reduction at age 62 is 30% for the cohort whose FRA is 67.14 The credit to delay claiming past the FRA is also cohort
specific, with a larger benefit for people born later.1s

Despite the penalty for early claiming, there is still a large claiming spike at age 62. According to the Social Security’s
Annual Statistical Supplement, 56% of eligible individuals claimed SSRI at age 62 in 2002 and 8% of eligible individuals
claim within a year after becoming eligible.

3. CONCEPTUAL FRAMEWORK

For alarge portion of the elderly population, Social Security is the main source of income and housing is the largest asset
in their portfolio. The ability and the extent to which individuals can tap into either of the two sources will have significant
impact on a set of decisions, including decisions regarding the labor market.16 Meanwhile, because SSRI can be claimed
anytime between ages 62 and 70 with increasing monthly benefits if claiming is delayed until a later age, the timing of
when to start receiving Social Security will affect the amount of SSRI received each month. In fact, the potential benefits
associated with delaying when an individual claims SSRI has been established by many researchers in a conceptual
framework.17

11 There are other retirement plans in the U.S,, such as a 401k plan which is a voluntary retirement savings plan sponsored by employers. For more
details, please visit https://www.irs.gov/retirement-plans/401k-plans. We do not consider these other retirement programs, only the Social Security
program run by the federal government.

12 The original program only provided retirement benefits to the worker. Social Security changed from a retirement program for workers into a family-
based economic security program in 1939 by adding payments to the spouse and minor children of a retired worker and survivor’s benefits paid to the
family in the event of the premature death of a covered worker. More information is available at https://www.ssa.gov/history/briefhistory3.html.

13 The FRA is 65 and 2 months for the cohort born in 1938, 65 and 4 months for the 1939 birth cohort, 65 and 6 months

for the 1940 cohort, 65 and 8 months for the 1941 cohort, 65 and 10 months for the 1942 cohort, 66 for individuals

born between 1943 and 1954, 66 and 2 months for cohort born in 1955, 66 and 4 months the 1956 cohort, 66 and 6

months for the 1957 cohort, 66 and 8 months for the 1958 cohort, 66 and 10 months for the 1959 cohort, and 67 for individuals born in 1960 and later.
14 For example, if a beneficiary born in 1938 starts receiving retirement benefits at age 62/63/64, he/she will get 79.2%/85.65%/92.2% of the FRA
monthly benefit. The corresponding amount will be 78.3%/84.4%/91.1% for the 1939 birth cohort, 77.5%/83.3%/90.0% for the 1940 cohort,
76.7%/82.2%/88.9% for the 1941 cohort, 75.8%/81.1%/87.8% for the 1941 cohort, and 75.0%/80.0%/86.7% for people born between 1943 and
1954. For more details, please visit https://www.ssa.gov/planners/retire/ageincrease.html.

15 For example, the yearly rate of increase for delayed claiming is 3.0% for 1917-1924 birth cohort, 3.5% for 1925- 1926 cohort, and 8.0% for people
born in 1943 and later. The monthly rate of increase is one-twelfth of the yearly rate of increase. For more details, please visit
https://www.ssa.gov/planners/retire/delayret.html and https://www.ssa.gov/oact/quickcalc/early_late.html.

16 Zhao and Burge (2017a,b) considered this specifically with regards to the labor supply decisions of the elderly. This includes looking at the decision to
retire and leave the labor force entirely, moving from full-time to part-time work, or even un-retiring.

17 Clark and Gohmann (1983) take into consideration of the delayed claiming after retirement for the life-cycle budget

constraint. Mirer (1998) indicates that it is optimal in many context to delay claiming SSRI after reaching eligibility based on a model of life cycle
behaviour with no bequest motive. Coile at al. (2002), in particular, have shown significant gains associated with claiming delays in a wide variety of
cases based on financial calculations and simulations of an expected utility maximization model. Hubener, Maurer, and Mitchell (2016) further
emphasize the claiming timing decided based on Social Security rules has strong influence on life-cycle financial decisions
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Despite the theoretically calculated benefits of claiming at a later age, in reality delaying the receipt of SSRI is not as
prevalent as expected given the large gains associated with delay.18 There are several explanations for this behavior.
Card, Maestas and Purcell (2014) found that labor market shocks lead to current and future increases in the fraction of
workers who initiate SSRI at the earliest claiming age. In other words, if individuals who are age eligible suddenly lose
their job, they decide to leave the labor market and start receiving benefits early versus trying to find another job. Other
research has shown that individuals who have a higher subjective mortality tend to claim early (Munnell and Soto, 2005;
Hurd, Smith, and Zissimopoulos, 2004).19 Recent studies have shown that behavioral factors also affect the timing of SSRI
claiming. For example, Behaghel and Blau (2012) found that individuals have a frame regarding when they will retire and
choose to start claiming at that age, regardless of what may be the optimal strategy to maximize lifetime utility. Brown,
Kapteyn, and Mitchell (2011) found that when an individual reports he/she will start claiming SSRI depends on the way
in which the decision is framed, suggesting that how the benefits are explained may affect when individuals start
receiving SSRI.

Another important factor that may contribute to early claiming is that individuals may want to leave the labor force at
age 62 but lack the wealth and liquidity to fund their consumption.2? If individuals are constrained financially and claim
early to fund current expenditures, then an unexpected increase in wealth may allow individuals to delay receiving SSRI
benefits.2! This increase in wealth could be in the form of financial or housing wealth. Therefore, individuals who want
to delay claiming SSRI to receive the larger monthly benefits can draw upon their home equity to finance expenses. A
large segment of the population is income-poor but house-rich (Mayer and Simons, 1994; Merrill, Finkel, and Kutty,
1994), making home equity an important source of wealth for many households. Older households have a larger fraction
of home equity that they can use to fund home equity loans and obtain reverse mortgages (Sinai, 2007). However, there
has been limited research thus far examining how changes in housing wealth affect if an individual chooses to claim SSRI.

While the relationship between housing wealth and SSRI claiming has not been studied directly yet, there is an extensive
literature examining the relationship between housing wealth and consumption and savings decisions.?? Engelhardt
(1996) examined the relationship between house price appreciation and savings, finding an asymmetry in savings
behavior. Specifically, households that experience capital losses change savings behavior, but those that experience gains
do not adjust savings. Jiang, Sun, and Webb (2011) looked at the recent housing boom to see if it affected consumption of
the elderly, finding that when house prices increased there was a modest increase in consumption, but did not find an
effect of a house price decline on consumption.z3 Bostic, Gabriel, and Painter (2009) found that housing wealth had a
larger effect on consumption than changes in financial wealth through stock market fluctuations.

We expand upon the literature by exploring the substitutability between cashing-out home equity and receiving SSRI
benefits earlier for the elderly. By focusing on the elderly population, we can provide insights for policy makers as to how
these individuals trade-off between the two assets. Also, consistent with the literature that has found an asymmetric
response to positive and negative changes in home equity, we compare the housing boom and bust periods separately to
examine if there are heterogeneous effects with regards to how the elderly respond to house price appreciation versus
depreciation.

4. EMPIRICAL STRATEGY

To determine the effect of changes in the value of a home on the decision of an elderly individual to begin receiving SSRI,
we exploit the recent housing market fluctuations and conduct our analysis separately for the housing boom (2002 to
2006) and bust (2008 to 2010) periods.2* We separate our sample into these two time periods because households may
respond differently to house price growth versus decline. Specifically, households have the ability to withdraw home
equity when house prices appreciate, but not when house prices decline (Mian and Sufi, 2011). Therefore, during bust
periods, the elderly may need to consider other options if they want to delay receiving SSRI.

We consider the impact of a percentage change in housing values on the probability of claiming SSRI once individuals
become eligible. To do so, we estimate the following Probit regression:

claim{™ = ®(B,A%H™ + BoXi™ + Vag + Sy + ™) "

18 Coile at al. (2002), for example, show that delays are empirically important for early retirees but are fairly unimportant for late retirees.

19 An extensive literature has also considered how health insurance, specifically Medicare, affects the timing of retirement, as most workers lose
employer-provided health insurance upon retirement. Therefore, workers may delay leaving the labor force until age 65 to ensure ongoing health
insurance coverage (Madrian, Burtless, and Gruber, 1994; Rust and Phelan, 1997; Blau and Gilleskie, 2006 and 2008; French and Jones, 2011).

20 Crawford and Lilien (1981) argued that individuals start receiving SSRI due to liquidity constraint, where low- income workers do not save enough
while working and thus claim earlier to finance consumption.

21 Benitez-Silva, Garcia-Perez, and Jimenez-Martin (2015) found that negative wealth shocks increase early claiming and time in the labor market.

22 For the effect of housing wealth on consumption, see Gan (2010), Campbell and Cocco (2007), Bostic, Gabriel, and Painter (2009), Browning, Ggrtz,
and Leth-Petersen (2013), Cooper (2013), Ong, Parkinson, Searle, Smith, and Wood (2013), and Aladangady (2017). Several recent papers have
examined the effect of changes in housing wealth on the labor supply decisions of the elderly, finding mixed results (Disney, Ratcliffe, and Smith, 2015;
Goda, Shoven and Slavov, 2011; Farnham and Sevak, 2007; Zhao and Burge, 2017a, 2017b; Ondrich and Falevich, 2016).

23 Researchers are considering these issues in other countries as well. Campbell and Cocco (2007) found that the largest effect of changes in house
prices on consumption for UK residents was among older individuals. Gan (2010) found a similar relationship between housing wealth and
consumption in Hong Kong

24 Although house prices started to decrease before 2008, we focus on 2008 to 2010 because we use the house price change in the previous two years.
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. _i,m
where claim; is an indicator variable equal to one if individual i, living in MSA m, began receiving Social Security

benefits after becoming eligible in year t. We allow t to be within one or two years of reaching age 62, depending on the

Aoy pylm
specification. @ is a standard normal cumulative distribution, A%H, is the percentage change in house value in the
previous two years for individual i, living in MSA m in year t. We use the two-year change in house prices because our
data, the Health and Retirement Survey, is a biannual survey and thus we only observe house prices every other year. We

~L.n
control for individual attributes, *i" including gender, race, marital status, tenure at last job, education, total non-
housing wealth, self-assessed health status, and retirement status. We include state fixed effects, y1s, to control for
unobservable state specific attributes and year fixed effects, §1¢, to capture unobservable shocks that are specific to a
given year.

As discussed earlier, a simple Probit model likely suffers from two confounding issues that would bias our estimates. The
first is reverse causality. Individual house values may inversely respond to when an individual starts receiving Social
Security because the additional income from SSRI could be used for home maintenance and renovations that increase
property values. To address this concern, we use an MSA specific house price index as an instrumental variable for
changes in individual house prices. A similar approach was used previously by Lovenheim (2011), Lovenheim and
Mumford (2013), Lovenheim and Reynolds (2013), and Zhao and Burge (2017a, 2017b).25

This approach entails estimating the following first-stage regression:

A%BHE™ = pyA%PM + pp X{™ + Vs + 8pe + U™ 2
where 2% is the two-year percentage change in the MSA housing price index. vt is the error term.

Our initial findings using this instrument suggest that using the MSA house price index as an IV is unlikely to fully resolve
the endogeneity concerns. Specifically, we believe it is likely that unobserved local demand shocks may be correlated
with local house price appreciation which may simultaneously affect when individuals choose to start receiving SSRI.

To address the omitted variable bias, we utilize an alternative instrument. We use the MSA housing supply elasticity,
proposed by Saiz (2010), interacted with the change in the national house price index as an instrument for a change in
individual house values within the MSA. We argue that this is a valid instrument because in response to a nation-wide
positive demand shock, MSAs with more inelastic housing supply (i.e. areas with more mountains or near water such as
New York City, NY or San Francisco, CA) will experience larger house price changes than MSAs with a more elastic housing
supply (i.e. flat areas such as Houston, TX or Kansas City, MO). The housing supply elasticity is likely to be exogenous to
local demand shocks, as this is a supply-side measure driven by exogenous topological factors and policy regulations.
This instrument has been extensively used in the literature, including by Mian and Sufi (2011, 2014), Chaney, Sraer, and
Thesmar (2012), Mian, Rao and Sufi (2013), Cvijanovi¢ (2014), Dettling and Kearney (2014), Akadabgadt (2017) and
Chetty, Sandor and Szeidl (2017).

Using this instrument, we estimate the following for our first stage regression:

A%HI™ = 0,A%PY* x Elasticity™ + G,X1™ 4 yas + 8ar + €™

(3)
where is the two year percentage change in the national house price index, FI@STICItY™ js the Saiz (2010) estimate
of the housing supply elasticity in MSA m. €t is the error term.

A ._}_::l ||:,.|r! IS

5 DATA AND SUMMARY STATISTICS

Our analysis relies on three data sources. The primary data source is the Health and Retirement Study (HRS) with
restricted-access geographic data. The HRS is a longitudinal household survey of more than 26,000 Americans over the
age of 50 and is collected every two years. The public version provides detailed information on demographics, financial
and housing wealth, health, labor market status, etc. The restricted geographic version adds additional details on the
county in which the respondent lives. Given that the instrumental variable we employ is at the MSA level, we use the
restricted data to have the necessary geographic detail to conduct our analysis. After a preliminary screening, our sample
includes 19,027 individuals.26

The second dataset we utilize is the national house price index and MSA house price indexes constructed by the Federal
Housing Finance Agency (FHFA).2” The FHFA index has been widely used to capture national and local price trends of
housing markets (i.e. Himmelberg, Mayer, and Sinai 2005).

The third data source is the housing supply elasticities for 269 MSAs provided by Saiz (2010). He estimates land supply
elasticities by processing satellite-generated data on elevation, the presence of bodies of water, and the Wharton

25 These papers explored the variation in MSA housing price in a reduced form setting. They utilized a difference-in- differences strategy, comparing
renters to homeowners. We do not use a differencing strategy as it is likely that there are unobservable differences between elderly individuals who
choose to own versus rent. Instead, we use MSA housing price variation as an instrument initially but rely more on the exogenous source of the variation
driven by MSA land supply elasticity later as our main identification strategy.

26 Initially, the sample had 37,319 elderly individuals. We exclude the 5,729 individuals who report receiving Social Security benefits before becoming
age eligible to receive SSRI. We also exclude the 706 respondents who report ever receiving disability retirement benefits. Further, we include only
individuals whom we observe before they turn 60 (two years before the eligibility age), which causes us to lose 11,857 more respondents.

27 http://www.fhfa.gov/DataTools/Downloads/Pages/House-Price-Index-Datasets.aspx#qat.
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Regulation Index (WRI), which is a measure of the stringency of land use regulation. Land use regulations play a role in
differences in the availability of land (Glaser and Gyourko, 2003; Glaser, Gyourko and Sakes, 2005), together with physical
constraints. This supply elasticity measure has been widely used as an instrumental variable for house prices or housing
wealth, as mentioned earlier.

We match MSAs and counties using the Geographic Correspondence Engine.28 Given that we use the MSA-level housing
supply elasticity as our main instrumental variable, in our primary specification we limit our sample to the counties
located within the MSAs covered by the Saiz (2010) topography-based elasticity measure. We also drop households that
experienced a percent change in house prices above the 99th percentile or below the 1st percentile, as well as individuals
who moved in the previous two years to ensure that the change in home equity is due to price appreciation/depreciation
of the same housing unit. This reduces the sample to 8,959 individuals within 1,235 counties in 215 MSAs.2°

Table 1 presents summary statistics for all variables included in our analysis. We present the mean and standard
deviation of each variable for three periods: the full sample (2002 to 2010), the boom period (2002 to 2006), and the
bust period (2008 to 2010). In the full sample, around 52% of the elderly claim SSRI within one year of becoming eligible,
which is consistent with the number reported by Munnel and Chen (2015) who use data from the U.S. Social Security
Administration. This number is higher in our sample during the boom period but decreases during the housing bust. The
lower probability of claiming early during the bust period is likely driven by the deteriorated macroeconomy. This also
highlights the importance of controlling for macroeconomic shocks in our model estimation.

Note that, although the HRS is conducted every two years, the respondents report the actual year and month when they
started receiving SSRI. This information allows us to expand the biannual panel to an annual panel and record precisely
the SSRI withdrawal timing. However, because we only have reported house values during the survey years, we still need
to use the two-year change in house prices. For survey years, we take the difference in reported house prices between
the two surveys. In non-survey years, we use the reported house prices in the adjacent two years and the MSA house
price index to extrapolate the house value in the non-survey year. For example, for 2005 we use the reported house
values in 2004 and 2006, as well as the MSA house price index in 2004, 2005, and 2006, to estimate the reported house
value in 2005.

With regards to the change in house prices, we see in Table 1 that the two-year average percentage change in house
values for our sample is 12% from 2002 to 2010. The national and MSA house price appreciation rate, however, are both
approximately 10%. From 2002-2006, this number increased to approximately 19% for our sample and about 17% at
the national and MSA level. However, during the bust period from 2008-2010, house prices declined in our sample by
about 4%, nationwide by approximately 8%, and by approximately 8.5% in MSAs.30

The average housing supply elasticity is around 1.73%. Approximately 57% of respondents are female, 86% are white,
and 82% are married. Older workers with more than ten years of service at in their last job are 35% of our sample.
Approximately 56% of the sample has completed high school and 28% have a college degree. The average non-housing
wealth is about $428,063. The average self-assessed health status is 2.48, which suggests that elderly individuals assess
their health as “good” on average.3! Given the important role of retirement decisions in assessing SSRI claiming, we also
control for retirement status. Approximately 38% of respondents are retired and no longer working. These averages are
similar for both the boom and bust periods.

6 RESULTS

Effect of Changes in Home Values on Claiming SSRI Early

We begin our analysis by estimating Equation (1) using a simple Probit regression. Results are presented in Table 2.
Columns (1) and (2) examine whether an individual claims SSRI within one year of becoming eligible during the housing
boom (2002 to 2006). We control for state fixed effects in both columns and add year fixed effects in Column (2) to
capture any unobserved time- varying, nation-wide shocks. Columns (3) and (4) examine whether an individual claims
SSRI within two years of becoming eligible, with Column (3) including only state fixed effects and Column (4) adding year
fixed effects. Columns (5) to (8) follow the same structure as Columns (1) to (4) but cover the bust period (2008 to 2010).
All specifications include controls for gender, race, marital status, tenure at last job, education, non-housing wealth, self-
assessed health, and retirement status. We report the coefficients from the Probit model in the upper panel and the
corresponding marginal effects in the lower panel. T-statistics are reported in parentheses and are calculated using
standard errors clustered at the MSA level.

28 http://mcdc2.missouri.edu/websas/geocorr2k.html.

29 This sample size is before we restrict observations to the boom and bust periods and to those with valid entries for all included control variables.
30 One explanation for why our reported house values are above the national and MSA house price changes is that we are only considering a select
sample of the elderly while these indices are based on the entire population. An alternative explanation is that individuals tend to overestimate the
value of their home. The evidence on what determines the possible reporting errors is mixed. Haurin, Moulton, and Shi (2017), who examined just the
elderly population, found that the size of the error changes with income, credit score, and ethnicity. Goodman and Ittner (1992), however, found that
this reporting error is uncorrelated with characteristics of the home, the local economy, and the homeowner. We include a variety of controls to try to
minimize any bias in the error term. Other research has used self-reported house values in their analysis, given data constraints such as ours, including
Corradin and Popov (2015) and Harding and Rosenthal (2017).

31 The variable “self-reported general health status” includes five values, with 1 for “excellent,” 2 for “very good,” 3 for “good,” 4 for “fair,” and 5 for
“poor.”
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Looking at the results in Table 2, we do not find consistent evidence of an effect of changes in house value on Social
Security benefit claiming during either the boom or bust period. The only statistically significant effect we find is a
negative effect in Column (3), which, while this is the anticipated sign, is only marginally significant at the 10% level.

However, as discussed previously, a simple Probit estimation is likely to suffer from endogeneity issues due to reverse
causality at the household level and omitted variable bias at the local level. We address these concerns by using two
different instrumental variables. First, we use the MSA house price index as an instrument for the change in house value.
The corresponding results are presented in Table 3, where the columns follow the same structure as in Table 2. Panel A
presents the second stage results, both the estimated coefficients and the marginal effects, and Panel B shows the first
stage coefficients.

Looking at the first stage results in Panel B, we see that the change in the MSA house price index is a statistically significant
predictor of individual house price changes. However, the Wald test of exogeneity generally fails to reject the null
hypothesis, except in the specifications without year fixed effects in the boom period. This may suggest that the MSA
house price index is not a valid instrument, possibly because of the presence of omitted variable bias. In the second stage
results presented in Panel A, we again do not find that changes in home value have a statistically significant effect on the
probability of claiming SSRI at an earlier age.

To address the potential endogeneity arising from both unobserved local demand shocks and household level reverse
causality, we use the interaction of the housing supply elasticity and the change in the national house price index to
instrument for changes in home value. Table 4 reports IV Probit regression results using this instrument variable. The
structure is the same as Table 3. The first stage results presented in Panel B suggest that this instrument is valid, as the
Wald test of the exogeneity of the instrumented variables rejects the null hypothesis.

Panel A of Table 4 presents the second stage coefficients from the IV regression. We find a negative and statistically
significant effect of a change in house prices on the likelihood of claiming SSRI benefits early during the boom period.
This negative coefficient suggests that when house prices increase, elderly individuals delay receiving SSRI. Specifically,
our results indicate that when housing values increase by 10%, the probability of claiming SSRI within one year of
becoming eligible is reduced by 4 percentage points and the probability of claiming SSRI within two years of becoming
eligible is reduced by 5 percentage points. This translates into an 8% decrease in the probability of claiming within one
year of eligibility and an 8.3% decrease in the probability of claiming within two years of eligibility. The negative
coefficient indicates that when house prices increase, elderly individuals may draw upon their home equity to finance
expenditures and hence delay receipt of SSRI to receive higher monthly benefits. However, we do not find a statistically
significant effect during the housing bust period. This is also consistent with our expectations, as when house prices
depreciate the decline in home equity takes away this alternative source of finances.

Gender Heterogeneity and the Role of Life Expectancy

Next, we consider the possible gender heterogeneity of the effects of changes in house prices on the timing of claiming
SSRI. We believe that the SSRI claiming response to a change in house value will be different for males versus females.
Previous research has found that with regards to labor supply decisions, females are more sensitive to policy changes,
possibly because men are more likely to be the primary earner (Zhao and Burge, 2017a, 2017b). It has also been well
documented that females on average have a longer life expectancy than males. Given these differences, it is plausible that
men and women respond differently with regards to claiming SSRI.

Table 5 reports the [V Probit results stratified by gender using the interaction of changes in the national house price index
and the housing supply elasticity as the instrument variable as this is our preferred specification.32 We focus on the boom
period given the results from Table 4 that the effect of house price changes on SSRI claiming appears to only be present
when house prices appreciate.3®> We do not find a statistically significant effect for males but we do find a strong,
statistically significant negative effect for females.3*

Even though the gender difference in SSRI claiming in response to changes in home values could be due to other factors,
we highlight the possible role of life expectancy in determining claiming decisions. A key trade-off in deciding when to
claim SSRI is that when an individual claims earlier, he/she gets benefits for a longer period of time but the monthly
benefit is lower. Females, who have a longer life expectancy, may be more inclined to delay SSRI claiming since they will
benefit for longer from the increased monthly benefits.

To quantify and compare the benefits/losses for females and males based on claiming time, we calculate how the net
present value of SSRI benefits differs if an elderly individual chooses to claim at all months from 62 to 70. For simplicity,
we assume that the monthly benefitis $1,000 at the Full Retirement Age (FRA) for each birth cohort and gender. We then
apply the reduction for claiming before the FRA and the credit for delayed claiming past the FRA from the Social Security

32 We estimated the standard Probit model and IV Probit using the MSA house price index as an instrument. For both models, like the pooled sample
we do not find consistent, statistically significant effects. These results are available from the authors upon request.

33 Like the pooled model, when examining the bust period, we do not find any statistically significant effects, and in the interest of brevity do not show
them. These results are available from the authors upon request.

34 Zhao and Burge (2017a, 2017b) also find that females are more responsive than males to changes in housing wealth,

but they focus on labor force participation. They find that in response to a doubling of housing wealth, labor force participation rates for females are
more than twice as responsive as those for males.
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Administration.3> We use the Life Tables by birth cohort and gender provided by Poterba (2014), which gives the
mortality rate based on Bell and Miller (2005). We then impute the survival rate from age 62.3¢ The final imputed net
present value of retirement benefits, assuming an annual discount rate of 3%,37 are shown in Figure 3 and Figure 4.

The figures suggest that females have a higher present value than males to delaying SSRI receipt given their longer life
expectancy. The net present value tends to peak at a later age for females, versus for men who the peak appears to be
around 62. This indicates that females should claim SSRI later than males, all else equal. At the same time, because females
achieve the maximum present value beyond the first two years of eligibility, they have an incentive to delay receiving
SSRI, especially if they are able to find alternative income sources. For men, the present value of retirement benefits
actually decreases after the first two years of eligibility. These net present value predictions are consistent with our
findings in Table 5 that women are more likely to delay receiving SSRI when house prices appreciate.

Borrowing against Home Equity

Our results thus far suggest that elderly individuals tend to delay SSRI claiming when house prices appreciate.
Theoretically, an increase in housing wealth could provide additional income for a household through the collateral
borrowing channel (see Cooper, 2013; Mian and Sufi, 2011; 2014; Mian, Rao and Sufi, 2013; Akadabgadt, 2017). To
provide evidence of the cashing-out of home equity, we examine whether the total amount of home loans (primary
mortgage, additional mortgages, and all home equity loans) increases when houses appreciate in value. We present these
results in Table 6. The first stage results suggest that the change in the national house price index interacted with the
land supply elasticity are strong predictors of changes in individual house values, although the Wald test of exogeneity
of our instrumental variable does not reject the null hypothesis except in the specification without year fixed effects in
the boom period. The second stage regression indicates that when house prices appreciate, the likelihood that the total
home loan amount increased in the previous two years becomes higher. The magnitude of the change is much higher
during the boom period than the bust period.38

We then directly examine whether the additional income from borrowing against home equity will affect the probability
of claiming SSRI within one or two years of becoming eligible. These results, presented in Table 7, show that when the
total home loan amount increases, the probability of claiming SSRI within one or two years become significantly lower.
The Wald test of exogeneity of our instrumental variable rejects the null hypothesis, but the instrument is not a strong
predictor of the housing loan amount, possibly due to missing the individual house price change as the bridging predictor
for the probability of increased total home loan amount. In addition, consistent with previous results, we find a significant
effect during the boom period but we do not find a statistically significant effect during the housing bust period.

Our results indicate that home equity affects the timing of claiming SSRI through the borrowing collateral channel, which
is consistent with previous studies. Even though the results might suffer from weak Vs, which cannot be fully resolved
in our setting, we do find consistent evidence in the second stage regressions. Together with the previous results on
claiming SSRI early, the evidence seems to suggest that house price appreciation increases the possibility for elderly
households to borrow against their housing equity which may substitute for SSRI in financing retirement expenses.

7 CONCLUSIONS AND POLICY IMPLICATIONS

Social Security and the timing of when the elderly decide to claim these benefits has become increasingly important due
to the rapid increase in the aging population in the U.S. Besides SSRI wealth, most elderly households carry a large fraction
of their asset portfolios in their home equity. In this paper, we use restricted access HRS data to investigate the effects of
changes in housing wealth on the probability of claiming SSRI when individuals become eligible during the recent housing
boom and bust periods.

Simple Probit estimations are likely to suffer from endogeneity issues due to unobserved individual characteristics and
unobserved local demand shocks. To address the endogeneity problems, we utilize two different instrumental variables
for the changes in home equity: (1) changes in the MSA house price index and (2) the interaction between changes in the
national house price index and a measure of the housing supply elasticity. The second instrument constitutes the central
identification strategy of our paper, as we find that using the MSA house price index as an instrument likely does not
address all endogeneity issues.

We find consistent evidence that when house prices increase, individuals delay receiving SSRI after immediately
becoming eligible. This estimated effect is statistically significant during the boom period but not during the bust period.
We also find that females are more likely to respond and delay receiving SSRI after an increase in house prices, consistent
with a longer life expectancy encouraging the delay. We further find that people are more likely to increase the total
amount of home loans (primary mortgages, any additional mortgages, and any home equity line of credit) when house

35 The reduction for early claiming and credit for delayed retirement were obtained from https://www.ssa.gov/planners/retire/ageincrease.html, and
https://www.ssa.gov/planners/retire/delayret.html, respectively.

36 The mortality rate in Poterba (2014) is the probability of dying within one year at a certain age (conditional on living to a certain age). We calculate
the monthly mortality rate to be 1-(1-annual mortality)”*(1/12), giving us the probability of dying within the next month at a certain age. We then
calculate the survival rate at age 62 based on the conditional mortality rate.

37 This discount rate is the long term inflation rate in the U.S. and has been used in previous papers such as Munnell and Soto (2005) and Heiland and
Yin (2014). Consequently, the monthly discount rate is 0.25%.

38 Note that the sample size increased significantly as we do not restrict the sample to within one or two years of an individual becoming eligible to
receive SSRI and we do not restrict respondents to have a well-defined early claiming dummy as in previous regressions.
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prices appreciate. This finding suggests that these individuals are borrowing against their home equity to obtain the
necessary finances to cover their expenses instead of receiving SSRI earlier.

Overall, our findings suggest that the elderly treat increases in home equity and SSRI as substitutes to finance retirement
expenses. A simple present value calculation suggests that the value of a female’s retirement benefits could increase by
about 17-19 percent if she claims later rather that when immediately eligible. Moreover, individuals may prefer to utilize
home equity given the option of a reverse mortgage or the consideration that drawing upon home equity is contingent
on current house price appreciation while SSRI is a permeant and safe asset. [f home equity provides an alternative source
of income that is more contingent on market conditions, elderly females will have the incentives to delay receiving their
SSRI benefits and use housing equity to finance their expenditures when this option is available.
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Figure 1: Ratio of Home Equity to Household Net Worth in 2005 and 2011
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Source: Survey of Income and Program Participation (SIPP), 2013.

Table 1: Summary Statistics !

full sample 2002 - 2008-
2006 2010
Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.
Claim SSRI within 1 year of eligibility 0.5149 0.4999 0.5460 0.4980 0.4438 0.4972
Claim SSRI within 2 years of eligibility 0.6066 0.4886 0.6311 0.4826 0.5493 0.4979
A% in house value in previous 2 years 0.1186 0.3209 0.1888 0.3224 -0.0419  0.2528
A% in US HPI in previous 2 years 0.0965 0.1222 0.1746 0.0319 -0.0833  0.0253
A% in MSA HPI in previous 2 years 0.0969 0.1653 0.1754 0.1159 -0.0854  0.1095
Housing supply elasticity 1.7326 1.0724 1.7252 1.0865 1.7500 1.0393
Dummy for total home loan increased in the previous 2 years 0.2062 0.4047 0.2191 0.4137 0.1773 0.3822
Female 0.5677 0.4955 0.5553 0.4971 0.5960 0.4910
White 0.8633 0.3436 0.8619 0.3451 0.8663 0.3406
Married 0.8213 0.3832 0.8302 0.3756 0.8009 0.3996
Tenure at last job zero to five years 0.2302 0.4211 0.2257 0.4182 0.2404 0.4276
Tenure at last job five to ten years 0.1159 0.3203 0.1051 0.3068 0.1408 0.3481
Tenure at last job more than ten years 0.3492 0.4768 0.3576 0.4794 0.3300 0.4706
High school 0.5638 0.4960 0.5653 0.4959 0.5605 0.4967
College 0.2774 0.4478 0.2568 0.4370 0.3243 0.4685
Non-housing wealth 428063 2201155 462014 2610368 350404 579714
Self-assessed health status 2.4773 0.9848 2.4565 0.9968 2.5248  0.9558
Retired 0.3847 0.4866 0.3837 0.4864 0.3869  0.4874

1 Other control variables include gender, race, marital status, tenure in the last job, education, total non-housing wealth, retirement
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status, and self-assessed health status.

Table 2: Probit Regressions - Claiming SSRI within 1 or 2 years after Becoming Eligible! (t statistics are reported in
parentheses using clustered standard errors at the MSA level)

2002 — 2006 2008- 2010
(1) 2y 3) (4) (5) (6) {7 (8)
Dvpendarit Vartable Claim SSRI within | Year Claim SSRI within 2 Years Claim SSRI withan | Year Claum SSRI withm 2 Years
Probit Regressian Coefficlent

A% s howse value i previous I years 0.1373 -0.0067 -0.1623* 01177 0.0653 0.1468 01708 0.1832

(-113) (-0.79) (-182 (-134) (0.30) 067 (0.68) (0.69)

Margmal Effect

A% 1 hoose value m previous ) years -0.0405 -0.0283 000474 0.0342 0.0191 0043 0.0478 0.0513

-1.13) -0.79) {-183) (-1.33) (0.30) (0.68) (0.68) (0.69)
State Fixed Effects YES YES YES YES YES YES YES YES
Year Fixed Effects NO YES NO YES NO YES NO YES
Observabions 1600 1600 1578 1578 677 617 669 669

8348475 -$28 8786 -817.5137 8125042 3514872 3463201 -3320841 3528628

Log Pseudolikelitood
1 Other control variables include gender, race, marital status, tenure in the last job, education, total non-housing wealth, retirement

status, and self-assessed health status.

Table 3: IV Probit Regressions - Claiming SSRI within 1 or 2 Years after Becoming Eligible! (t statistics are reported in
parentheses using clustered standard errors at the MSA level)

2002 — 2006 2008-2010
9] @ G) ) &) (6 U] &

Panel A Second-Stage

Dependent Variable Claim SSRI within 1 Year Claim SSRI within 2 Years Claim SSRI within 1 Year Claim SSRI within 2 Years

Probit Regression Cogfficient

A% in house value in previous 2 years -0.4853 02581 -0.7711 0.1059 -0.1535 -0.1927 -0.2782 -0.0411
(-0.62) (0.23) (-1.06) (0.10) (0.27) (-0.25) (-0.56) (-0.06)

Marginal Effect
A% in house value in previous 2 years -0.1378 0.0666 -0.2016 0.0413 -0.0525 -0.0640 -0.0088 -0.0162
(-0.60) (0.23) (-1.05) (0.10) 0.27) (-0.25) (-0.55) (-0.05)

Panel B: First-Stage

Deapandent Variable A% in House Value in Previous 2 Years

0.6085%** 0.7315%%* 0.6206%*= 0.9920%== 0.9238%== 0.9852%== 0.9020%==

A% in MSA HPI in previous 2 years 0.7277%%*
(5.62) (4.28) (5.84) (4.49) (13.97) (9.44) (14.59) (9.40)
State Fixed Effects YES YES YES YES YES YES YES YES
Year Fixed Effects NO YES NO YES NO YES NO YES
Wald Test of Exogeneity 0.22 0.09 0.74 0.04 3.02¢ 1.86 6.447* 218
Observations 1558 1558 1538 1538 630 630 627 627
Log Pseudolikelihood -1157.2796  -11465978  -1101.8046  -1092.6101  -156.5510  -151.1644  -134.1805  -133.0718

1 Other control variables include gender, race, marital status, tenure in the last job, education, total non-housing wealth, retirement
status, and self-assessed health status.

Table 4: IV Probit Regressions - Claiming SSRI within 1 or 2 Years after Becoming Eligible1 (t statistics are reported in
parentheses using clustered standard errors at the MSA level)
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2002 —2006

2008- 2010

03]

2

3)

) ()] (6) 0] (8)

Panel A: Second-Stage
Dependent Variable

Claim SSRI within 1 Year

Claim SSRI within 2 Years

Claim SSRI within 1 Year Claim SSRI within 2 Years

Probit Regression Cogfficient

A% in house value in previous 2 years -1.3456%** -1.4673** -1.5865%%* -1.5158*= -0.1672 -0.3451 -0.3935 -0.4111

(-2.67) (-2.49) (-3.05) (-2.37) (-0.26) (-0.54) (-0.63) (-0.66)
Marginal Effact

A% in house value in previous 2 years -0.4265%%= -0.4262%* -0.5604%== -0.5460%= -0.0513 -0.1082 -0.1439 -0.1504
(-2.67) (-2.50) (-3.05) (-2.39) (-0.25) (0.54) (-0.63) (-0.66)

Panel B: First-Stage

Dependent Variable A% in House Value in Previous 2 Years

A% in U.S. HPI in previous 2 years 2.4399%== - 2.3007%** - 2.1882%== - 2.1684%== -
(6.80) - (6.66) - (7.46) - (7.59) -

A% in U.S. HPI in previous 2 years x

MSA land supply elasticity -0.5330%*= -0.5080=== -0.5301%== -0.5174% > -0.4687%** -0.4651%*= -0.4661%** -0.4663%**
(-4.92) (-4.56) (-4.74) (-4.63) (-3.60) (-3.54) (-3.69) (-3.67)

State Fixed Effects YES YES YES YES YES YES YES YES

Year Fixed Effects NO YES NO YES NO YES NO YES

Wald Test of Exogeneity 5.75%= 4.53%* 6.57*%* 3.98% 338 4.30%* 6.71%== 6.84%%*

Observations 1197 1197 1181 1181 486 486 477 477

Log Pseudolikelihood -830.7136 -834.4523 -800.8656 -796.5049 -76.2845 -73.0165 -72.4884 -72.4506

1 Other control variables include gender, race, marital status, tenure in the last job, education, total non-housing wealth, retirement

status, and self-assessed health status.

Table 5: IV Probit Regressions - Claiming SSRI within 1 or 2 Years after Becoming Eligible (Heterogeneity by Gender)?! (t

statistics are reported in parentheses using clustered standard errors at the MSA level)

2002 — 2006

1 @ 3) @)
Dependent Variable Claim SSRI within 1 Year Claim SSRI within 2 Years
Male Female Male Female
Probit Regression Coefficient
A% in house value in previous 2 years -0.3590 -2.4488%* -0.3354 -2.5615%**
(-0.03) (-5.56) (-0.28) (-5.30)
Marginal Effect
A% in house value in previous 2 years -0.0756 0.7205%** -0.0779 -0.7415%*=*
(-0.03) (-5.56) (-0.28) (-5.31)
State Fixed Effects YES YES YES YES
Year Fixed Effects YES YES YES YES
Wald Test of Exogeneity 0.02 10.34%%* 0.00 10.55%%*
Observations 534 660 526 652
Log Pseudolikelihood -302.6201 -479.0185 -312.5938 -435.3687

1 Other control variables include gender, race, marital status, tenure in the last job, education, total non-housing wealth, retirement

status, and self-assessed health status.

Table 6: IV Probit Regressions - The impact of a change in housing value on the probability of cashing out home equity!

(t statistics are reported in parentheses using clustered standard errors at the MSA level)
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2002 — 2006 2008- 2010
8] ()] €] “)
Panel A:Second-Stage
Dependent Variable Indicator Variable = 1 if total housing loan amount in previous 2 vears increased
Probit Regression Coefficient
A% in house value in previous 2 years 0.9456%=* 0.6879%=* 0.5384%** 0.5073%**
(3.69) (2.09) 327 (3.37)
Marginal Effect
A% in house value in previous 2 years 0.3540%=* 0.2674%%* 0.1868%** 0.1732%**
(3.69) (2.08) 327 (3.37)
Panel B: First-Stage
Dependent Variable A% in House Value in Previous 2 Years
A% in U.S. HPI in previous 2 years 1.9751%==* - 1.0833%*= -
(744 - (837) -
A% in U.S. HPI in previous 2 years * MSA land supply elasticity -0.2751%*= -0.2767+** -0.4430%*= -0.4430%==
(-3.56) (-3.53) (-4.63) (-4.61)
State Fixed Effects YES YES YES YES
Year Fixed Effects NO YES NO YES
Wald Test of Exogeneity 6.40%* 1.61 258 233
Observations 11832 11832 7992 7902
Log Psendolikelihood -8026.1255 -8009.3752 -4172.6865 -4160.0701

1 Other control variables include gender, race, marital status, tenure in the last job, education, total non-housing wealth, retirement

status, and self-assessed health status.

Table 7: Probit Regressions - The impact of cashing out home equity on SSRI claiming?! (t statistics are reported in
parentheses using clustered standard errors at the MSA level)

2002 — 2006

2008- 2010

0]

2 )

(4)

Panel A:Second-Stage

Withdraw within 2

Withdraw within 1

Withdraw within |

Dependent Variable Withdraw within 1 Year Years Year Years
Probit Regression Coefficient

Indicator Variable = 1 if total housing loan amount in previous 2

years increased -2.0442 %= -1.9574%*= 0.1510 0.4261
(-11.34) (-6.14) (0.13) (0.30)

Marginal Effect

Indicator Variable = 1 if total housing loan amount in previous 2

years increased -0.6280%*=* -0.6484**= 0.0600 0.1567
(-11.34) (-6.14) (0.12) (0.30)

Panel B: First-Stage

Dependent Variable Total housing loan amount in previous 2 years increased

A% in U.S. HPI in previous 2 years 1.8010 - 0.5366 -
(1.19) - (0.678) -

A% in TU.S. HPI in previous 2 yvears * MSA land supply elasticity -0.1521 -0.1806 02719 0.3043
(-0.97) (1.19) (0.75) (0.73)

State Fixed Effects YES YES YES YES

Year Fixed Effects YES YES YES YES

Wald Test of Exogeneity 5.42%* 3.35% 0.08 0.01

Observations 734 727 349 344

Log Pseudolikelihood -819.0046 -835.0681 -383.4074 -385.7844

1 Other control variables include gender, race, marital status, tenure in the last job, education, total non-housing wealth, retirement

status, and self-assessed health status.
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1402 STATUS DISCREPANCY AND THE STRUCTURE OF INDIVIDUAL AND

COLLECTIVE PATHWAYS OF RESIDENTIAL MOBILITY FOR THE CHICAGO
METROPOLITAN AREA (2006-2015)

ABSTRACT

Urban planners and housing policy analysts have long been concerned with neighborhood income mix. The theoretical
rationale holds that mixed income neighborhoods will foster more robust social networks, social controls, behavior, and
political economy for residents at all income levels within the neighborhood (Joseph, Chaskin, and Webber, 2007).
Particular emphasis has been placed on the potential stabilizing effects of mixed- income neighborhoods for low-income
households. U.S. low-income housing programs such as HOPE VI and the Moving to Opportunity for Fair Housing
Demonstration Program have, as a matter of policy, relied upon developing mixed-income housing on former public
housing sites to promote uplift for low-income residents. Outside of these special contexts, however, the process through
which naturally occurring mixed-income neighborhoods evolve and are sustained remains elusive. In this paper, I build
upon the work of Galster and and Turner (2017) who examine the role of status discrepancies - the differences between
household income and neighborhood income structure - on the likelihood of residential mobility. Status discrepancy
theory suggests that when individual incomes become much higher or lower than neighborhood income that the
likelihood of residential mobility will increase. In their analysis conducted in Oslo, Norway, Galster and Turner find that
status discrepancy mattered both for the mobility behavior of low-income and high income households, suggesting a
long-run tendency towards homophily in neighborhood income structure. Drawing upon a novel source of longitudinal
household-level data, I examine the applicability of Galster and Turner’s findings to the Chicago, Illinois metropolitan
area. Specifically, [ use data from the InfoUSA Consumer Database (2006-2015) to construct longitudinal household-level
residential mobility histories for over 8.1 million households in the Chicago MSA. Over this period, more than 1.2 million
unique household moves were made. I model the likelihood of moving as a function of status discrepancy at origin and at
destination. I then pool residential mobility data into an origin-destination matrix representing the shares of flows
between different neighborhoods. I use this derived network to examine the contribution of status discrepancy to the
shares of flows between neighborhoods and to broader processes of economic sorting of households within the
metropolitan area. While this type of network-based analysis remains rare within housing policy analysis (Depwolf and
Lyles, 2012), several researchers are using data with network structures to engage with housing policy issues (Greenlee
and Wilson, 2016; Gaumer, Jacobowitz, and Brooks-Gunn, 2014; Sanchez, 2015). This approach has substantial
implications for interpretation of regional demographic trends including population loss, the suburbanization of poverty,
and continued patterns of racial and economic segregation within the metropolitan area. This work also underscores the
previously identified challenges associated with policy-based approaches to sustaining mixed-income neighborhoods.
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1527 WHERE WE CHOOSE TO LIVE AND WHY? A CASE STUDY OF ACCESSIBILITY

FACTORS INFLUENCING RESIDENTIAL CHOICES

ABSTRACT

Buying a home is one of the biggest decisions an individual makes in their life. Renting a home is also a major decision.
These decision are motivated by major life events and the circumstances of job and/or requirement of companionship.
Urban policies may not be able to influence when an individual buys/rents a home. However where they will buy/rent a
home is heavily influenced by the decisions made by the urban planners and development authorities of the city. The way
infrastructure is developed makes certain neighbourhoods more likely to become the preferred choice for residential
development. The primary indicator of suitability is the price/rent value since the demand drives these value up (or
brings them down). The way these residential location choice is made varies across the nations, cities, genders, income
groups and numerous other behavioural variables. This research tries to understand how these decisions are made and
what variables effect it the most. To illustrate the phenomenon of housing choice dynamics the case undertaken is the
urban area in the vicinity of urban metro rail. Accessibility significantly influences the housing choice. A study of
neighbourhoods near metro rail in comparison to the control group of areas with lower accessibility will highlight the
decision making in residential choices.
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1666 REVISITING THE FUNDAMENTAL LAW OF ROAD CONGESTION USING

QUANTILE REGRESSION

ABSTRACT

We revisit Duranton and Turner’s (2011) paper on the effect of lane kilometres of roads on vehicle-kilometres travelled
(VKT) in US cities. The main conclusion of Duranton and Turner (2011) is that increasing road and highway availability
would not reduce traffic congestion as VKT rises proportionately to the availability of roads. However, this result might
seem counterintuitive even after accounting for the usual suspects. Common sense tells us that for all the over-worked
road networks, increasing road availability should alleviate congestion at least by certain amount, however small that
might be. In order to solve this apparent puzzle, we use quantile regression method on Duranton and Turner’s data.
Quantile regression can help us understand how elasticity of vehicle kilometres travelled with respect to lane kilometres
of roads varies for the different percentiles of the vehicle kilometres travelled. In our quantile regression estimate, using
a panel of metropolitan statistical areas (MSA) in the United States for the years 1983, 1993, and 2003, we find that there
is a significant variation in terms of elasticity of vehicle kilometres travelled with respect to lane kilometres of roads for
different quantiles of vehiclekilometres travelled. In the 10th percentile, the elasticity is 0.96 whereas in the 50th
percentile it is 0.82, and in the 90th percentile it is 0.72. These results are obtained after controlling for geography
(elevation within the MSA, ruggedness of terrain within MSA, heating degree days, cooling degree days, sprawl in 1992),
demographics (share of college educated workers, average income, 1980 segregation index, share of poor, share of
manufacturing employment), decennial population variables from 1920 to 1980, and census division dummies. As is
evidenced by our elasticity estimate, the percentage change in vehicle-lane kilometers traveled is not uniform across
different percentiles following a percentage change in available lane kilometers of roads. Hence, we may argue that for
MSAs with an already lower rate of congestion, additional roads built might not bring congestion level any further down.
However, for MSAs experiencing significant amount of congestion, additional roads being built might be successful in
reducing the congestion level. As a result, it might be beneficial after all to build more roads and highways in regions
experiencing higher level of congestion.
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1090 PUBLIC INFRASTRUCTURE AND REGIONAL GROWTH RELATIONSHIP FROM

A SPATIAL PERSPECTIVE WITH A TIME-VARYING SPATIAL WEIGHT MATRIX
Zeynep Elburz, K. Mert Cubukcu

ABSTRACT

The aim of this study is to analyze the spatial effects of land transport infrastructure on regional economy in Turkish
NUTS 2 regions between 2004 and 2014. We employ an augmented Cobb-Douglas production function model and use
spatial Durbin model to estimate spatial effects. Apart from previous studies that employ spatial econometric models, we
create eleven different spatial weight matrices based on inverse distance matrixes that change over time between 2004
and 2014. According to the results land infrastructure investment has significant and positive spatial spillover effect on
regional growth.

Keywords: Transport infrastructure, spatial weight matrix, spatial Durbin model

1 INTRODUCTION

The economic effects of transport infrastructure on economics have been attracting a great deal of attention both from
policy makers and researchers since the pioneering works of Aschauer in the late 1980s. Although there is a strong belief
in a positive link between transport infrastructure and regional economic performance, the impacts of transportation
infrastructure on regional economy are still uncertain regarding the sharp differences in the results of empirical studies.
From the policy makers’ point of view, the provision of infrastructure, which generates positive externalities and
promotes the productivity of firms, is an important policy tool for promoting regional growth and reducing regional
disparities. For this reason, like most of the developed and developing countries, Turkey has invested in transportation
infrastructure in its less-developed regions to diminish the regional economic inequalities since the early 1960s. To
accomplish economic development goals, 26.3% of the total public investment has been assigned to transportation and
communication infrastructure between 2000 and 2011. In the beginning of the 2000’s, the total length of the dual-
carriageways in the country was 6,101 km. In less than ten years, this number has been raised to 23,522 km. However,
this serious change in the transport infrastructure stock has captured little attention in the literature. To our knowledge,
this study is the first attempt to measure the latest developments of transportation infrastructure in twenty-six NUTS 2
regions in Turkey with from a spatial perspective.

The aim of this study is to examine spatial effects of public land transportation infrastructure investments on regional
economic growth. We employ a Cobb-Douglas production function model, and estimate the model with spatial panel
regression taking into consideration the high and significant Moran'’s I statistics for the residuals of the non-spatial
estimation. The novelty of the paper lies on selecting the most appropriate spatial weight matrix for detecting the spatial
effects more accurate. Instead of employing conventional contiguity based spatial weight matrices, we create 11 different
spatial weight matrices pertaining to each year for the period 2004-2014, which reflect the change over time, to capture
the impacts of recently built-up dual-carriageways or extension the existing ones on regional economic growth. We use
network analysis to calculate the distances in minutes between the regions based on 3 different road categories with
different speed limits each. Eventually, we run 11 spatial panel regressions that includes 11 spatial weight matrices each.
The results of the spatial Durbin model show that land infrastructure investment has significant and positive spatial
spillover effect on regional growth and employing time-varying spatial weight matrices matters for obtaining the
significant and accurate findings.

The remaining part of the paper is organized as follows. Section 2 reviews briefly the literature which uses a production
function model to estimate the effects of different types of transportation infrastructures. Next Section 3 and Section 4
provide an overview of the methodology and data, while Section 5 presents the results of the econometric modeling
analyses. Finally, Section 6 offers a conclusion from our research, suggesting also new pathways for the futures.

2 LITERATURE REVIEW

Aschauer (1989)’s study which suggested that the stock of public infrastructure may explain the economic output has
triggered much attention from both academics and policy makers. In his study Aschauer (1989) entitled streets and
highways, airports, electrical and gas facilities, mass transit, water systems, and sewers as core infrastructure and finds
that the estimated elasticity for the core infrastructure is 0.24. This result has interpreted as there is a strong and
significant relationship between economic output and infrastructure and subsequently Munnell (1990) found similar
strong relationship with a lower elasticity (0.15) at the subnational level. A number of studies have analyzed the effects
of transportation infrastructure investments especially highway investments in different countries and found similar
significant results with Aschauer (1989) and Munnell (1990) (see Table 1).

On the other hand, many studies claim that the results from Aschauer (1989) and Munnell (1990) are problematic for
not taking into account the causality between dependent and independent variables and the nonstationary of the data.
Eisner (1991) underlined a serious question for state output and public capital by asking which one is cause and which
one is effect. Evans and Karras (1994) used panel data between 1970-1986 from 48 US states to estimate the stock of
highway capital on Gross State Product (GSP) and reached significant and negative results. Garcia-Milla et al. (1996) also
employed panel data from 48 US states and examined highway investments with fixed effects and concluded insignificant
effects on highways on GSP.
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The 1990’s was the golden years for the infrastructure investment studies following the seminal work of Aschauer
(1989). More recently, studies mostly concentrated on the spatial effects of transport infrastructure by using spatial
econometric models as well as causality and non-stationary issues which have been highly criticized in the literature
since 1990’s. Cohen (2010) used the USA states highway capital stock data for 1996 to investigate the broader effects -
indirect effects- of transportation infrastructure. The results based on spatial lag model with contiguity weight matrix
showed a positive effect of transport infrastructure on the output. Cohen (2010) concluded that ignoring spatial effects
may cause omitted variable bias. Jiwattanakulpaisarn et al. (2009) also find positive spillovers of highway infrastructure
to neighboring states with spatial panel model for the case the USA. On the contrary, Del Bo and Florio (2012) investigated
the EU case for the effects of motorways with a spatial Durbin model and found that the spillover effect varies on the type
of the transportation infrastructure. Motorways and roads have different spatial spillover effects on EU regions.

Table 1. Literature review

Authors Yea  Data Time Estimatio Scope Count  Transportation Spillover/S Spatial Results
r Type Period n ry Meas. patial Effect ~ Weight
1 Aschauer 19 pooled 1960- OLS WLS 48states USA existing road - - Positive
90 data 1985 2SLS mileage
2 Munnell 19 pooled 1970- OLS 48 states USA highway - - Positive
90 data 1986
3 Evans and 19 panel 1970- FE 48 states  USA highway capital - - Negative
Karras 94 data 1986 stock
4 Holtz-Eakin 19 panel 1975- ML 48 states USA highway capital  spillover - Negative spillover effects
and Schwartz 95 data 1986 stock effect
5 Baltagi and 19 panel 1970- OLS, FE 48 states USA highway  and - - Insignificant
Pinnoi 95 data 1986 street ways
6 Garcia-Milla et 19 panel 1970- FE 48 states  USA highway - - Insignificant
al. 96 data 1983 investment
capital
7 Kelejian and 19 panel 1972- OLS 2SLS 48 states USA highway public  spillover Sensitive to econometric
Robinson 97 data 1985 GMM capital effect problems
8 Boarnet 19 pooled 1969- GLS 58 USA street and  spatial contiguit Both positive and
98 data 1988 Spatial countrie highway capital  effect y matrix negative spillover effects
Lag Model s stock
9 Percoco 20 panel 1970- ML 2SLS 20 Italy roads, rail,  spillover Positive
04 data 1994 regions maritime, effect
communication
1 Cantos et al. 20 panel 1965- FE, IV 17 Spain  road railway spillover - Positive
0 05 data 1995 regions port airport  effect
capital stock
1 Berechman et 20 time- 1990- OLS 48 state, USA highway capital  spillover - Positive
1 al. 06 series 2000 18 stock effect
county,
389
municip
ality
1 Ozbay et al. 20 time- 1990- OLS 18 USA highway capital  spillover - negative spillover effect
2 07 series 2010 counties stock effect
public
infrastructure
1 Kustepeli and 20 cross 26 Turk per capita, rural -
3 Akgungor 10 section 2000 OLS regions ey asphalt road, . Positive
proportion  of
asphalt road
1 Cohen 20 cross 1996 Spatial 48 states  USA highway capital  spatial contiguit Positive
4 10 section Lag OLS, stock effect y matrix
2SLS demogra
phic
variables
1 Jiwattanakulp 20 panel 1984- OLS, FE, 48states USA Existing road  spatial binary Positive
5 aisarn et al. 11 data 1997 BG, FGLS, lane miles effect contiguit
GMM, y and
2SLS inversed
distance
matrix
1 Del Bo and 20 cross- 2006 OLS, 2SLS, 262 EU length of  spatial contiguit Spatial ~ spillovers  of
6 Florio 12 section SDM regions motorways and  effect y based motorways are
regular roads on insignificant, roads are
inverse positive
distance
1 Jiwattanakulp 20 panel 1984- GMM-SYS 48 states  USA roadway lane - - Positive
7 aisarn et al. 12 data 2005 mile
1 Tong et al. 20 panel 1981- SDM 44 states USA road spatial contiguit Positive
8 13 data 2004 disbursement, effect y matrix
rail miles
1 Xueliang 20 panel 1993- FE SLM 29 China  km of highways  spatial binary Positive
9 13 data 2009 province effect contiguit
2000- , region y and
2009 inversed
distance
matrix
2 Chen and 20 panel 1991- SAR SEM 32 MSA USA highway and  spatial Queen Positive
0 Haynes 13 data 2009 SDM railway stock effect contiguit
y matrix
2 Arbues et al. 20 panel 1986- SDM ML 47 Spain  road capital  spatial contiguit Positive

1 15 data 2006 IV GMM province stock effect y matrix
s




Proceedings | 12" World Congress of the RSAI | ISBN 978-989-54216-0-2

2 Lietal. 20 panel 2005- SARFE 31 china highway spatial Binary Positive
2 17 data 2014 Spatial province network effect matrix

torbit s km/km2

model
2 Shabani and 20 panel 2001- SDM FE 28 Iran road length per  spatial inverse Positive
3 Safaie 18 data 2011 province capita effect distance

S

Transportation infrastructure investments have been used as an important policy tool for policy makers in Turkey since
1960’s. However, the number of studies that focuses on the effects of transportation infrastructure on regional economic
growth is limited. Kustepeli and Akgiingdr (2010) investigated this phenomenon by using cross section data from 2000
with 26 NUTS 2 regions in Turkey and concluded that transportation investments have positive effect on regional Gross
Value Added (GVA). Recently, Elburz et al. (2017) studied the role of transport infrastructure stock in the Turkish regions
with different estimation methods. They used OLS, fixed-effects, 2SLS and Hausman-Taylor IV estimations with region
and time effects from 2004 to 2011. The results confirmed road and highway infrastructure have significant and positive
effects on Turkish regional GVA.

3. DATA

One of the main reasons of the limited number of studies on the effects of transportation infrastructure on Turkish
regions is the problematic process of finding the appropriate data at the subnational level in Turkey. Along with the EU
accession process, TurkStat released regional data based on NUTS 2 level instead of provincial data starting from 2004
which diminish the number of observation. Another limitation on the data is about the time period. Gross Domestic
Product (GDP) data is only available for the time period between 2004 and 2014 which is launched by TurkStat at the
end of 2016. Therefore we use macroeconomic data from 26 NUTS 2 regions from 2004 to 2014 (see Table 2).

Table 2. Definitions of variables

Variables Year Coverage Description Data Source
Y (GDP per capita) 2004-2014 Gross Domestic Product per capita TurkStat

K (Private Capital) 2004-2014 Industrial electricity consumption per capita TurkStat

L (Labor Force) 2004-2014 Labor force TurkStat

H (Human Capital) 2004-2014 University graduates divided by total population TurkStat

T (Transport 2004-2014 Divided roads and motorway infrastructure (km) TurkStat
Infrastructure) divided by total surface area

We use an augmented Cobb-Douglas production function to measure the role of transport infrastructure on regional
economic performance with GDP per capita as regional output. Since private capital stock data is unavailable in Turkey,
we use industrial electricity consumption per capita as a proxy for private capital stock as proposed in Moody (1974).
We use employment data as an input variable and, following Barro (1990) we add human capital variable to the model
which is the proportion of the university graduated to the total population. Finally, we augmented the production
function by adding transportation infrastructure variable. We measure transport infrastructure stock by adopting
physical measurement instead of monetary measures as indicated in Brocker and Rietveld (2009) and Vickerman (2008)
that monetary measure is less accurate than physical measurement of transport infrastructure stock. We employ length
(km) of total highway and divided roads which are standardized with the total surface area of a region (see Table 2).

Table 3. Descriptive statistics of the variables

Variables Observation Std. Dev. Min Max

Y (GDP per capita) 286 0.52025 8.02715 10.59638
K (Private Capital) 286 1.07473 -3.50348 1.511887
L (Labor Force) 286 0.604826 12.11724 15.44397
H (Human Capital) 286 0.706927 -2.656185 1.781816
T (Transport Infrastructure) 286 0.1962483 -2.792852 -1.94226

4. METHODOLOGY

In the present study, we use an augmented Cobb-Douglas production function approach which is the most preferred
function to investigate the link between transport infrastructure stock and regional economic growth, for 26 NUTS 2
regions in Turkey. We added transport infrastructure as an input variable to the function and take the log of both side of
the equation. The augmented production function model can be expressed as:

LnYu=alnKi+ fLnLi+ yLnHiu+ SLnT: (D

where Y, K, L, H, T, i, and t denote, respectively, output, private capital, labor force, human capital, transport infrastructure
stock, region, and time.

Taking into account the spatial spillover effects that highlighted in the literature review section, we test spatial
autocorrelation in the model by using Moran’s [ statistics. Before applying spatial analysis, it is needed to determine the
spatial weight matrix which is the simplest measure of spatial influence (Bavaud, 1998). Anselin (1988) states that a
misspecified spatial weight matrix may cause inconsistent and misleading results however there is no true spatial
weights that fits all cases (Bavaud, 1998). In the literature most of the studies prefer to rely on contiguity matrices which
is simple and easy to interpret (see Table 1). In this study we follow a different path from the previous studies to generate
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spatial weight matrix. We create 11 different spatial weight matrices pertaining to each year for the period 2004-2014,
which reflect the change over time, to capture the impacts of recently built-up dual-carriageways or extension the existing
ones on regional economic growth. Approximately 30% of the total public investment has been transferred to
transportation investments since 2004 and it is clear that there is a change in the land infrastructure stock in terms of
length of the state highways, provincial roads and motorways in Turkey between 2004 and 2014 (Figure 1 and Figure 2).
As expected, building new road network and/or extension of the existing ones cause a reduction of the travel times
between regions. Based on this fact we believe a simple contiguity weight matrix would not reflect the real changes in
Turkish transportation infrastructure and thus would not measure the spatial influence properly. Therefore, we create
11 different spatial weight matrix for each year from 2004 to 2014. We use network analysis to calculate the distances in
minutes between the regions based on 3 different road categories excluding village roads, with different speed limits
each. After obtaining the annual changes in the distance between regions we generate 11 different inverse distance
spatial weight matrices (1/d?) for 26 NUTS 2 regions and transform them with row-standardization.

67000 150
o
le)
66000 S
s
100 <
65000 x
64000
50
63000 I I I I
62000 0
2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014
I transportation infrastructure investment (TL) e |ength of the roads (km)

Figure 1. Transportation infrastructure investment and total road length changes

Figure 2. State highways, provincial roads and motorways in Turkey

First we apply Moran’s [ statistic test to all variables -both dependent and independent variables- and reach highly
significant results of an existing spatial autocorrelation. Then we repeat the Moran’s I test for the residuals of the OLS
regression for the equation (1). The findings (Table 4 and Table 5) support the previous results so it is necessary to
consider spatial models since simple OLS is not an appropriate estimation method (Anselin and Florax, 1995). Therefore,
the next step is to analyze the relationship between transportation infrastructure and regional economic output by using
spatial econometric models.

Table 4. Moran’s I statistics and Levin-Lin-Chu unit root test for variables in the model

Y H K L T
2004 0.355%** 0.403*** 0.449%** 0.413*** 0.272%**
2005 0.355%** 0.403*** 0.449%** 0.413*** 0.272%**
2006 0.355%** 0.403*** 0.449*** 0.413%** 0.272%**
2007 0.355%** 0.403*** 0.449*** 0.413%** 0.272%**
2008 0.355%** 0.403*** 0.449*** 0.413%** 0.272%**
2009 0.355%** 0.403*** 0.449*** 0.413%** 0.272%**
2010 0.355%** 0.403*** 0.449*** 0.413%** 0.272%**
2011 0.356%** 0.404*** 0.449%*** 0.413*** 0.272%**
2012 0.356%** 0.403*** 0.449%*** 0.413*** 0.272%**
2013 0.356*** 0.403*** 0.449%** 0.413%** 0.272%**
2014 0.355%** 0.404*** 0.449%*** 0.413*** 0.272%**
Levin-Lin-Chu unit root test -5.154%** -10.143*** -7.806*** -8.320*** -10.926%**

Table 5. Moran’s [ statistics for residuals of the OL S regression
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Spatial Error Spatial Lag
Moran’s I Lagrange Multiplier ll\z/l(il?gps)tlier Lagrange Lagrange Multiplier &?Htl;;ier Lagrange
2004 7.493 (0.000) 21.746 (0.000) 26.982 (0.000) 0.181 (0.671) 5.417 (0.020)
2005 7.606 (0.000) 21.702 (0.000) 26.934 (0.000) 0.182 (0.000) 5.414 (0.020)
2006 7.612 (0.000) 21.620 (0.000) 26.854 (0.000) 0.186 (0.667) 5.420 (0.020)
2007 7.708 (0.000) 21.755 (0.000) 27.012 (0.000) 0.186 (0.666) 5.443 (0.020)
2008 7.718 (0.000) 21.700 (0.000) 26.949 (0.000) 1.87 (0.666) 5.435 (0.020)
2009 7.759 (0.000) 21.760 (0.000) 27.013 (0.000) 0.185 (0.667) 5.438 (0.020)
2010 7.761 (0.000) 21.767 (0.000) 27.022 (0.000) 0.185 (0.667) 5.440 (0.020)
2011 7.639 (0.000) 21.782 (0.000) 27.069 (0.000) 0.191 (0.662) 5.478 (0.019)
2012 7.733 (0.000) 21.707 (0.000) 26.963 (0.000) 0.188 (0.665) 5.444 (0.020)
2013 7.733 (0.000) 21.707 (0.000) 26.963 (0.000) 0.188 (0.665) 5.444 (0.020)
2014 7.764 (0.000) 21.707 (0.000) 26.989 (0.000) 0.194 (0.660) 5.476 (0.019)

5. RESULTS
We run non-dynamic spatial Durbin model with region fixed-effects since all the data are stationary according to the
Levin-Lin-Chu unit-root test results (Table 4). The results of the spatial Durbin models are shown at Table 6. According
to the findings, the spatial autocorrelation coefficient rho is positive and significant across all years. Spatial lag of
transport infrastructure and spatial lag of labor variables are significant and positive in all cases indicating the existing
externalities.

Following LeSage and Pace (2009), summary measures of direct, indirect and total impacts were computed to assess the
importance of spatial spillovers. Table 7 presents the estimates of the direct and spillover effects. The results of the direct
effects reflect that human capital, private capital and labor variables in region i have significant and positive effects on
regional output in the same region. On the other hand, transportation variable has positive and significant indirect
(spillover) effect which shows that transportation infrastructure investment in region i has an effect on regional output
in other regions. And lastly, total effect results indicate that all explanatory variables are significant and positive meaning
that all four explanatory variables in region i affect dependent variable in all regions.

6. CONCLUSION

The effects of transportation infrastructure investment have captured a lot of attention from both researchers and policy
makers since 1980’s. After the global economic crisis in 2008, the governments started to re-consider the effect of
transportation infrastructure as an important regional policy tool. As an emerging economy, the number of studies which
investigates the relationship between transportation and regional economy is rather limited in Turkey. In this study we
aim to examine the spatial effects of transportation with spatial panel econometric model. We create 11 different spatial
weight matrices based on annual change in the distance between regions to underline the boost of land transport stock
in Turkey since the beginning of the 21st century. According to the SDM results, it is clear that transportation
infrastructure investments in Turkey has significant and positive effect on regional economy. But the most important
conclusion is that transport investment in a region has much more effect on other regions indicating a strong spillover
effects. Subsequent studies may analyze this relationship by taking into account the causality problem which we ignore
in our study.

Table 6. Estimation results of SDM with region fixed effects

Dep 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

var. Y

H 0.059***  0.057***  0.057***  0.057*** 0.057*** 0.056*** 0.056*** 0.058*** (0.057*** 0.057*** (0.057***
(0.017) (0.017) (0.017) (0.017) (0.017) (0.017) (0.017) (0.017) (0.017) (0.017) (0.017)

K 0.050%**  0.050***  0.049***  (0.48%** 0.048***  0.048***  0.048*** 0.049***  0.049***  0.049***  (0.049***
(0.012) (0.012) (0.012) (0.012) (0.012) (0.012) (0.012) (0.012) (0.012) (0.012) (0.012)

L 0.005 0.004 0.004 0.004 0.004 0.004 0.004 0.005 0.004 0.004 0.004
(0.027) (0.027) (0.027) (0.027) (0.027) (0.027) (0.027) (0.027) (0.027) (0.027) (0.027)

T 0.037 0.037 0.037 0.036 0.036 0.036 0.036 0.035 0.036 0.036 0.036

(0.079)  (0.079)  (0.079)  (0.079)  (0.079)  (0.079)  (0.079)  (0.079)  (0.079)  (0.079)  (0.079)
W*H 0.044 0.047 0.046 0.046 0.046 0.046 0.046 0.043 0.043 0.043 0.044
(0.032)  (0.032)  (0.032)  (0.032) (0.032)  (0.032)  (0.032)  (0.032) (0.032) (0.032)  (0.032)
WHK 0.041 0.039 0.040 0.042 0.042 0.042 0.042 0.043 0.042 0.042 0.043
(0.028)  (0.028)  (0.028)  (0.028)  (0.028)  (0.028)  (0.028)  (0.028)  (0.028)  (0.028)  (0.028)
WHL 0.300%%*  0.299%F  0.300%*  0.299%F  0.209%%  0.208%FF  0.208%*  0.299%FF  (303%*  (.303%F  0.302%
(0062)  (0.062)  (0.062)  (0.062) (0.062)  (0.062)  (0.062)  (0.063)  (0.063)  (0.063)  (0.063)
WHT 0.422%%  0.434%  0.431%  0.432%*  0.430**  0.429%  0.429%  0.418** 0414 0414  0.414*
(0.153)  (0.160)  (0.160)  (0.160)  (0.160)  (0.160)  (0.160)  (0.154)  (0.156)  (0.156)  (0.156)

rho 0.773%%  0.773*¥*  0.773%*  0.773%*  0.773%*  0.774%*  0.774*%*  0.773%*%  T74x** 774%%* 0.774%**
(0.033) (0.032) (0.032) (0.032) (0.033) (0.033) (0.033) (0.033) (0.033) (0.033) (0.033)

R2 0.731 0.732 0.731 0.732 0.732 0.734 0.734 0.735 0.734 0.734 0.734

numbe 286 286 286 286 286 286 286 286 286 286 286

r of obs

log 536.513 538.091 538.014 538.657 538.74 538.977 538.975 537.65 538.11 538.11 538.032

likeliho 5

od
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(* p<0.05; ** p<0.01; *** p<0.001)

Table 7. Spillover effects of variables

Dire 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

ct

H 0.085***  0.084***  0.084**  (0.083***  0.083***  (0.083** (0.083**  0.084***  0.083***  0.083***  0.083***
(0.019)  (0.185)  (0.018)  (0.018)  (0.018)  (0.018)  (0.018)  (0.018)  (0.018)  (0.018)  (0.018)

K 0.074**  0.072**  0.072*  0.072**  0.072***  0.072**  0.072**  0.073***  0.073**  0.073***  0.073***
(0.017)  (0.017)  (0.017)  (0.017)  (0.017)  (0.017)  (0.017)  (0.017)  (0.017)  (0.017)  (0.017)

L 0.099*  0.096***  0.096***  0.095***  0.095***  0.094**  0.094** 0.096***  0.096***  0.096***  0.096***
(0.028)  (0.028)  (0.028)  (0.028)  (0.028)  (0.028)  (0.028)  (0.028)  (0.028)  (0.028)  (0.028)

T 0.169 0.171 0.170 0.168 0.168 0.168 0.167 0.163 0.163 0.163 0.163
(0.110)  (0.11) (0.111)  (0.110)  (0.110)  (0.110)  (0.110)  (0.110)  (0.110)  (0.110)  (0.110)

indi

rect

H 0.364***  0.374**  0.370***  0.370**  0.371**  0.370** 0.370** 0.361*** 0.361** 0.361*** (0.362%***
(0.105)  (0.105)  (0.105)  (0.104)  (0.104)  (0.105)  (0.105)  (0.105)  (0.105)  (0.105)  (0.105)

K 0.327** 0.317** 0.322%* 0.323%* 0.326** 0.329** 0.329** 0.336** 0.329** 0.329%* 0.333%*
(0119)  (0.119)  (0.119)  (0.119)  (0.119)  (0.119)  (0.119)  (0.120)  (0.120)  (0.119)  (0.120)

L 1.251%%*  1.248%%*  1.248%%*  1.247*%*  1.245%%*  1.244%%*  1.244%*  1.252%*%  1.268**  1.268**  1.264***
(0.161)  (0.162)  (0.162)  (0.163)  (0.163)  (0.164)  (0.163)  (0.163)  (0.165)  (0.165)  (0.164)

T 1.814* 1.865* 1.854* 1.858* 1.850* 1.852* 1.852* 1.798* 1.790* 1.790* 1.790*
(0717)  (0.743)  (0.742)  (0.749)  (0.748)  (0.750)  (0.750)  (0.724)  (0.736)  (0.736)  (0.736)

Tot

al

H 0.449%**%  0.458*%**  0.454%*F  (0.453*%*  (0.454%*  (0.453*%*  (0.453*¥*  (0.445%*  (0.444%*  0.444%F*  0.445%F*
(0.114)  (0.114)  (0.114)  (0.114)  (0.114) (0.114)  (0.114) (0.114)  (0.114)  (0.114)  (0.114)

K 0.401** 0.389** 0.394** 0.398** 0.398** 0.401** 0.401** 0.409** 0.402%* 0.402** 0.406**
(0.131)  (0.131)  (0.131)  (0.132)  (0.131)  (0.132)  (0.132)  (0.132)  (0.132)  (0.132)  (0.132)

L 1.35%** 1.344%%*  1.350%*  1.342%  1.341%*  1.339%*  1339%*  1.348%*  1.365%*  1.365%*  1.360***
(0.176)  (0.176)  (0.176)  (0.176)  (0.176)  (0.177)  (0.177)  (0.177)  (0.178)  (0.178)  (0.178)

T 1.983* 2.037* 2.025% 2.027* 2.019* 2.019* 2.019*% 1.961* 1.953* 1.953* 1.953*
(0.803)  (0.83) (0.830)  (0.836)  (0.835)  (0.837)  (0.837)  (0.810)  (0.823)  (0.823)  (0.823)
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1147 THE MISSING MILLIONS: UNDERCOUNTING URBANIZATION IN INDIA

ABSTRACT

The measurement and characterization of urbanization crucially depends upon defining what counts as urban. According
to The Indian Planning Commission, less than a third of the Indian population lives in urban areas, and while Indian cities
are increasingly important to the economy, India is perceived fundamentally as a rural country. In this paper, we show
that this received wisdom is an artefact of the definition of urbanity and the official statistics vastly undercount the level
of urbanization and its importance for development policies in India. We begin by creating temporally-consistent, high-
resolution population maps from sub district level population data available from the Indian Census for 2001 and 2011.
The modeling framework is a two-step process that applies a Random Forest-based model to generate a prediction
weighting layer subsequently used to inform a gridded dasymetric redistribution of original census counts at 100 m
resolution (Stevens et al. 2015). We then apply density thresholds, contiguity conditions, distance based clustering and
minimum population sizes to construct urban agglomerations for the entire country. Compared to the official estimates,
we find that this approach counts 8%-30% (depending on thresholds) more urban population in 2011. We find large
urban agglomerations that span large portions of Kerala and the Gangetic plain. Thus, while official estimates count more
cities in the country, we delineate fewer cities but large urban regions that span jurisdictional boundaries. This has
implication for urban policies. We also characterize the changes in the urbanization pattern between 2001 and 2011. Of
all Indian states included in the Census, only three experienced rapid urbanization (>5%) over the last decade. Our results
show that this level of urbanization is much more common and is consistent with notion of subaltern urbanization where
growth in smaller cities is often overlooked (Denis and Zérah 2017; Pradhan 2013). We conclude with the discussion
about the extensive and intensive growth patterns of these urban agglomerations.
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1540 MAKING ROOM APPROACH: AN ALTERNATIVE TO CONVENTIONAL

PLANNING APPROACH FOR MANAGING INDIA’S RAPID URBANIZATION?
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ABSTRACT

Urban population in India is around 377.10 million, according to the Census of India 2011. As per the estimates in ‘World
Cities Report 2016 - Futures’ by UN Habitat, India will add another 300 million people by 2050. To accommodate this
fast paced urbanization, there is not only a need to rebuild and retrofit our existing cities, but also to build new cities.
Else, this unprecedented urban growth will pose several challenges, which will have consequences on our living
conditions, economic growth as well as environment. If not planned and properly managed, our cities will be congested,
chaotic and haphazard, giving rise to several conflicts. Thus there is an urgent need to relook at the way in which we plan
and manage our cities.

An important planning aspect that is generally neglected when we plan our urban areas is related to delineation of urban
boundaries. An analysis by IIHS shows that top 100 largest cities inhabit 16% of the country’s population, but occupy
only 0.24 percent of India’s geographical area, which is very less compared to the size of its urban population. Indian
cities are planned by conventional approach of delineating an area as ‘urban’ area, and then preparing a Master Plan or a
Development Plan. Generally, the delineation of urban boundary adopts a conservative approach, mainly with an
intention to contain urban growth from sprawling in contiguous rural hinterlands. These boundaries become too
stringent and restrict the supply of urban land, result of which is evident as development outside the earmarked develop-
able zone. Thus, this approach is unable to match the pace of urban growth, and is not capable to meet development needs
of the city. Because of this, the gap between actual plan, actual growth and development needs is ever widening.

The paper revisits compact city versus sprawling city debate and its significance for urbanizing countries like India.
Research tries to understand the aspect of limiting growth boundaries, and whether it creates scarcity of overall
availability of urban land. It tries to draw attention towards the direct effect of restricting overall supply of urban land,
and its relation with proportion of available urban land per person. For this analysis, planning approaches adopted by
three large cities in India, viz. Hyderabad, Nagpur and Bangalore have been reviewed in detail. These planning
approaches have been reviewed in reference to Shlomo Angel’s ‘Making Room’ paradigm, which consists of four
components:

1. Realistic projection of urban land needs

2. Generous metropolitan limits

3. Selective protection of open spaces

4. Arterial road network integrated with land-use

Using these four components, the study compares previous master plans, statutory urban boundaries and urban growth

envisaged in the master plan versus actual resulting urban sprawl. Aim of the research was to understand whether
making room paradigm can be used as an alternative planning approach for Indian cities, and if so what needs to be done.

INDIA’S URBAN GROWTH REALITY

India is witnessing steady urban growth over the last few decades. Looking at the demographic trends (table 1), it is
clearly evident that India’s urban population is constantly rising. After independence, the share of urban population was
only seventeen percent (Census 1951), which has increased to 31 percent (Census 2011). Corresponding with increase
in urban population, the number of urban areas has also increased substantially within this duration. According to Census
1951, there were 2843 urban agglomerations in India, which were reported 7935 in Census 2011. Thus, the number of
urban agglomerations increased by 2.8 times during the same period.

Table 1: Urbanization trend in India (1901-2011)

Year No. Urban | Total population | Urban population (in | Urban Population | Decadal Growth rate in
Agglomeration town | (in crore) crore) % urban population

1901 1827 23.83 2.58 10.8

1911 1825 25.20 2.59 10.3 0.34

1921 1949 25.13 2.80 11.2 8.24

1931 2072 27.89 3.34 12 19.12

1941 2250 31.86 441 13.9 31.98

1951 2843 36.10 6.24 17.3 4142

1961 2363 43.92 7.89 17.97 26.40

1971 2590 59.81 1091 1991 38.23

1981 3378 68.33 15.94 23.34 46.14

1991 3768 84.43 21.71 25.72 36.19

2001 5161 102.70 28.53 27.86 31.39

2011 7935 121.05 37.71 31.16 32.15

Source: (Deshmukh, 2015)
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As per Census 2011, India has more than 500 urban areas with more than 1 lakh population, which were just 69 in
number as per Census 1951. A similar rise in class 2 urban areas is also visible during the Census period between 1951
to 2011. The number of class 2 towns increased by 498 between Census 1951 and Census 2011. However, substantial
increase can be observed in class 3, 4 and 5 categories of towns. The table below shows that the number of urban areas
across all five class of urban areas are constantly rising.

Table 2: Urbanization by Class of Towns over Census years

Census Class I: 100,000 & | Class II: 50,000 - | Class III: 20,000 - | Class IV: 10,000 - | Class V: 5,000 - 9,999
Year above 99,999 49,999 19,999

1951 69 107 363 571 737

1961 108 145 478 710 634

1971 156 208 609 848 604

1981 227 309 797 1046 748

1991 326 401 1033 1247 790

2001 448 498 1389 1564 1043

2011 505 605 1905 2233 2187

Source: (A. Subbarayan & G. Kumar, 2016)

According to Census 1951, only 5 cities in India had population more than 1 million, which increased to 35 and 53 in
Census 2001 and 2011 respectively. These 53 cities are estimated to produce about 32% of the GDP with only 13.3% of
the population and with only 0.2% of the land area. The 100 largest cities by population in India are estimated to produce
about 43% of the GDP with 16% of the population and only 0.24% of the land area (Revi, et al,, 2012).

Table 3: Number of UA/Towns and Outgrowths

Type of UA/Towns and Outgrowths Number of towns
Census 2011 Census 2001
Statutory Towns 4041 3799
Census Towns 3894 1362
Urban Agglomerations 475 384
Out growths 981 962

Source: (Census of India 2011)

One of the highlights of Census 2011 is the rapid growth in number of census towns since 2001 (table 3). From 1362
census towns in 2001 to 3894 towns in 2011 has seen the fastest growth of census towns. There are noteworthy number
of Outgrowth (OGs) as per Census 2001 and 2011. These settlements are contiguous to a statutory town, and generally
possess all the urban characteristics. However, these settlements do not technically qualify to be an independent town,
as they do not satisfy the definition of an urban area.

To accommodate the increasing urban population the largest cities in India have expanded, they have significant
population and built-up areas outside the ULB boundaries. (Revi, et al., 2012) study shows that in most cases, the
proportion of built-up area outside the urban local body boundary of the city is greater than the proportion of population
outside the administrative boundaries, implying relatively low-density sprawl. Comparing the spatial expansion from
1990-2000 and 2000-2010 shows that the expansion has accelerated between 2000 and 2010. To accommodate this fast-
paced urbanization, there is not only a need to rebuild and retrofit our existing cities but also to build new cities. Else,
this unprecedented urban growth housing problems, energy, water and sanitation challenges which will have
consequences on our living conditions, economic growth as well as environment. If not planned and properly our cities
will be congested, chaotic and haphazard, giving rise to several conflicts.

URBAN PLANNING APPROACH IN INDIA

One of the key instruments used for planning Indian cities is Master Plan or Development Plan. The Third Five Year Plan
defined the term ‘Master Plan’ as a statutory instrument for controlling, directing and promoting sound and rational
development and redevelopment of an urban area with a view to achieving maximum economic, social and aesthetic
benefits (Meshram, 2006). Master Plan is visualized as a long term perspective plan, which is drafted considering the
future growth of the city, its economic development potential and infrastructure requirement. Delhi Development
Authority defines Master Plan as, "A Master Plan is the long term perspective plan for guiding the sustainable planned
development of the city. This document lays down the planning guidelines, policies, development code and space
requirements for various socio-economic activities supporting the city population during the plan period. It is also the basis
for all infrastructure requirements." These plans are prepared under the Town Planning Acts, thus have legal backing and
are statutory in nature.

Evolution

The evolution of contemporary planning practice in India starts with the Bombay Improvement Act 1920. Afterwards,
the town and country planning act were enacted in various states. Later on the lines of the Town and Country Planning
Act, 1947 the statutory process of master planning was adopted in India, as the improvement act did not have the
provision for preparing the master plan of the whole city. In 1962, The Model Town and Regional Planning and
Development Act, 1962 was adopted which provided the framework of planning to various states for enacting town and
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country planning acts. The master plans in India are statutory in nature, and are used to regulate use of land in the city,
envision the future growth of the city and are the instrument of land supply.

Current Urban Planning Process and its challenges

In India, Town Planning is a State function and is not included in the concurrent list of the Central Government
(Mahadevia, Joshi, & Sharma, 2009). State Town & Country Planning offices overlook the mandate of preparation of urban
plans. The provisions related to urban planning are practised under the statutory provisions of State level urban planning
legislations. The legislations also have provisions to establish a specific development authority or planning authority for
towns and cities, more specifically in case of large metropolitan cities. Major function of the state level town planning
agencies is the preparation of Development Plans, Master Plans, Regional Plans, Zonal Plans, Town Planning Schemes,
Urban Estates’ Plans, Sector Plans, etc. In general, state level agencies are responsible for setting up General Development
and Control Regulations (GDCR), preparing landuse plans and providing basic infrastructure in an area notified as urban
area in the Master Plan or Development Plan.

(Mahadevia, Joshi, & Sharma, 2009) City level plan (i.e. Master Plan or Development Plan) is a long-term plan and is
generally prepared for a horizon year of 10 to 20 years. The process begins with projection of population of an urban
area and an estimate of an average household size, which together with income levels of different household categories;
determine the demand for residential space. The requirements of industry, office, and retail spaces are based on
projections of the economic prospects for the cities; the transport patterns follow from the land use pattern and the space
requirement for transportation is typically a residual. The space needs for conservation of natural resources and
protection of built heritage are also determined residually, unmindful of considerations of sustainability or contextual
nuances (Ahluwalia). For preparation of an urban plan (as per the process mentioned above), a statutory urban boundary
is delineated by the planning authority and approved by the state government. This boundary is typically known as
‘Urban Growth Boundary (UGBY’, and formally termed as ‘Planning area or Development area’ as per the legislations. The
intention behind delineating such a boundary is to mandate the area inside the boundary to be used for urban
development, while are outside this boundary is generally conserved in its natural setting or rural use. Delineation of this
boundary is either based on the principle of urban containment or urban expansion.

Urban containment and expansion debate

Containing urban growth within a growth boundary has its supporters as well as detractors. The advocates of
containment approach claim that it is an antidote to sprawl and limiting the growth of cities increase urban population
densities, reduce the excessive fragmentation of urban footprints, reduce dependency on automobile, revitalize public
transport protect farmlands, biodiversity, decrease the cost of infrastructure and save energy. However, this also means
that the supply of land is artificially restricted, causing increase in the price and hence making housing unaffordable
making it out of range to people and firms and making it non-competitive. This also imposes cost of monitoring, enforcing
the strict and rigid regulation a acting against the development trends. Taking the global example of green belt in Seoul,
which used the green belt as a containment strategy, prohibited the conversion of land to urban use in an area of 1482
sq. km. This green belt initially enjoyed wide public support. But later its detractors pointed out that it restricts urban
land supply thereby creating artificial scarcity of land thereby increasing the price and making it less affordable. Thus, at
one end of the spectrum there are those who advocate limiting the boundaries of the cities by all means and at the other
end there are those who welcome it. (Angel, L., Civco, & Blei, 2011) quotes (Nelson, Sanchez & Dawkins 2004, 342)
defining containment as “Broadly speaking, urban containment programs can be distinguished from traditional approaches
to land use regulation by the presence of policies that are explicitly designed to limit the development of land outside a
defined area, while encouraging infill development and redevelopment inside the urban areas”.

Metropolitan strategy for many cities in India also are based on the concept of urban growth boundaries using them to
contain the urban growth through green belts or no- development zones. (Venkataraman, 2013) has highlighted the
effects of restricting the supply of urban land by analysing the effects of urban growth boundary in the city of Bangalore.
The city is enclosed within a green belt with zoning restriction to limit urban sprawl.

In the study it is pointed out that the land inside the urban growth boundary is valued higher than the land outside the
urban growth boundary, this is consistent with the internal evidence but shows only part of story. He further goes on to
explain that the land which is outside the growth boundary is generally converted to illegal revenue layouts that are sold
in piece meal to public, this land at a later point awaits to be regularised. These areas of the urban growth boundary
which are later regularised develop haphazardly, with lack of basic infrastructure, open spaces, arterial street network
and even encroach on the environmentally sensitive areas.

The Making Room Paradigm by Shlomo Angel

(Angel, et al,, 2005) brings to fore the unanswered question underlying the debate, whether expansion should be resisted,
accepted or welcomed. The paradigm is grounded in the belief that there is a need to make minimal preparation for the
sustainable growth and expansion of cities in urbanizing countries rather than to restrict and contain urban growth. It
promotes the accommodation and rejects the placement of limits on urban expansion in rapidly urbanising countries.

The paradigm consists of four components

1. Realistic projections of urban land needs:
2. Generous Metropolitan limits
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3. Selective protection of open spaces
4. Anarterial grid of roads

ABOUT THIS PAPER

The intention of this paper is to probe further on the debate of urban expansion and urban containment. It tries to
examine and assess the applicability of these two basic principles, which form the basis to determine the urban growth
boundary in context to Indian cities. For this, the paper reviews ‘The Making Room’ paradigm being promoted by Shlomo
Angel and attempts to analyse Indian cities in reference to four-step action being discussed in this paradigm. The study
further explores whether this paradigm can be used as alternate paradigm for planning Indian cities. City level plans of
Nagpur, Bengaluru and Hyderabad were taken as case studies.

REVIEWING MASTER PLANS OF INDIAN CITIES W.R.T ‘MAKING ROOM APPROACH’

Realistic projections of urban land needs

The making room paradigm suggests that while making projection for urban land needs consideration should be given
to the declining densities in high density areas of the city and avoiding assumptions of unnecessary densification in
already dense areas of the urbanizing country cities. Misplaced hopes for infill development should be avoided. The land
projections that incline on the higher sides shall be considered so as to open up more land area. Urban growth boundaries
like green belt, no development zone that makes the planning process and the urban expansion rigid should be
discouraged.

e Nagpur: Master Plan of Nagpur proposed the total developable area proposed for development till 2011 (figure
1). The zone outside this area comes under the no development zone. Any construction activity is strictly
discouraged in this zone. The total land in proposed developable zone the DP was 150.33 sq.km, and the no
development zone was demarcated in an area of 57.74 sq.km, which is almost one third of the total area of the
development zone.

Figure 3Map showmg proposed developable area in Nagpur Master Plan 2011

In order to analyse the extent to which green belt was effective to contain the development, the urban land cover map
was prepared through ArcGIS from Landsat imagery for the year 2011. Figure 2 shows that the urban growth has
expanded beyond the developable land estimated in the Master Plan.




& S5 e S :
> : —:.. ® . : - o, J .

Figure 4 Map of Nagpur showing urban expansion in 2011

Area of the development outside the developable zone calculated based on the raster pixel comes to be 35 sq. km. This
shows that around 60 percent of the area of the no development zone was urbanized as of 2011. Thus, the urban
expansion went beyond the developable area, seems to be more towards south, east and north-west.

It has been observed that the land owners in the no development zone are subdividing the land and selling it as
unauthorised revenue layout. These layouts are in a later stage regularised by the planning authority against a
regularization charge. This is a clear breach of the core principles of ‘green belt’ based containment approach.

The actual area that was urbanised is the horizon year of the master plan was much more than the proposed land
requirement estimated in the development plan. The growth that has taken place was not foreseen or facilitated by the
development plan. Such development was regularised and thus had minimal physical and social infrastructure.

o Bengaluru: In Master Plan 2015, Bengaluru’s the developable zone was increased and adjoining growth centres
were also added in the Bengaluru Metropolitan Area. Currently, the metropolitan planning area is 1300 sq.km,
out of which 800 sq.km falls under the jurisdiction of Bengaluru Municipal Corporation. The city is also encircled
by a green belt, with an objective to control urban sprawl beyond the organizable limit defined in the Master
Plan. Area of the proposed green belt comes out to be 270 sq.km, which is approximately 20 percent of the total
area of the metropolitan area. Additionally, the Master Plan also demarcated an area of around 174 sq.km (13.5
percent) as agriculture zone. The development restriction for both green belt and the agriculture zone are the
same. So, the total developable area as per the master plan comes around 564.73 sq.km and the area of the green
belt and the agriculture zone comes around 444 sq. Km (figure 3).
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Figure 5 Map sowing propoééd devzﬂ)pable area for Revised Bengaluru Master Plan of 2015
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A study by (Venkataraman, 2013) quotes study by (Ravindra, et al., 2012) on land market assessment of Bengaluru that
suggests around 11% of the green belt was converted into land used for non-agricultural purposes. Around 22.3 sq. km.
of land had been developed without authorisations between 2003 and 2010. That is about 5.37 percent of the green belt
area or 50 percent of the urbanised green belt land. Venkataraman has also observed in his study that there is extensive
building on revenue layouts in the transition areas in the green zone. Revenue layouts are the private layouts that are
made after converting land from agriculture use to non-agriculture use, often illegally and without necessary approval.

The land cover analysis done on ArcGIS (figure 4) from the Landsat imagery of 2015, it is clearly seen that urban growth
has expanded beyond the developable zone onto the green belt in certain areas.

Flgure 6 Map of Bengaluru showmg urban expansion in 2015

e Hyderabad: Hyderabad Master Plan gave the areas to be developed by 2011. These areas are proposed as the
extension of the developed areas in 1993. The developable areas in 1993 as well as the developable land area
opened up for development tlll 2011 are shown in Flgure 5.

_ 3 — Se—
Flgure 7 Map of Hyderabad showing proposed developable area

The extent of urban expansion in the city till 2011 shows that the areas opened up for development in the master plan
was much more than the area that had actually urbanised till 2011.
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Figure 8 Map of Hyderabad showing urban expan510n in the year 2011

This suggest that the land requirement may have been overestimated, which indicates that development strategy was
liberal in nature which gives more room for the city to expand.

Generous Metropolitan limits

Making room paradigm suggests that the metropolitan limits have to be large enough to accommodate 20-30 years of
urban expansion and should be periodically monitored if a revision in the boundary is required. In order to analyse
growth of the city with respect to its planning boundary was done by comparing the metropolitan boundary as against
the physical growth of the agglomeration in two different time frames by analysing Landsat satellite images. Land cover
for the base year and metropolitan boundary was compared with the land cover of urban expansion that took place in
the horizon year.

e Nagpur: Planning area in the Development Plan 1990-2011 for Nagpur city falls within the jurisdiction of Nagpur
Municipal Corporation. The total area of NMC is 21,756 Ha. The city’s planning boundary has not been revised
since 1951. The population of the city was 4.5 lakhs in 1951, which has increased to 24 lakhs in 2011. Thus, even
though the city’s population has increased, as well as the city witnessed spatial growth through these years, the
planning boundaries were not revised (figure 7). While, the development plan 2011 has reached its horizon year
and the city has expanded much beyond the NMC boundary, there has been no effort to expand the boundary and
comprehensively plan the outer expansion and the urban growth areas outside the city limits. Only until January
2018, when the Nagpur Metropolitan Region Development Authority’s development plan was sanctioned, these
areas outside the municipal limit were brought under the jurisdiction of metropolitan region development
authority for planning these areas. Till early 2018, there was no planning metropolitan development plan to
holistically plan the city and the surrounding growth centres. The areas just outside the periphery does not fall
under the master plan, thus underwent unplanned growth

Flgure 9 Map shdwmg urban land cover of Nagpur in 1990 (L) and 2011 (R) The urban expanse of the c1ty had gone
beyond the planning boundary.

e Bengaluru: Planning area in the Master Plan 2005-2015 for Bengaluru city falls under the jurisdiction of
Bengaluru Development Authority (BDA). The total area of BDA is 1300 Sq.km. Even though the master plan’s
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horizon year was 2015, the agglomeration had already expanded much beyond the developable land and into
the green belt to reach the periphery of the BDA Boundary. This area which is near the periphery does not fall
under the Master Plan, thus causing uncoordinated growth. The map below shows the trend of urbanisation from
2005-2013. The master plan does not discuss about the future course of urbanisation in this regard, and the
future boundary which could be taken up to accommodate planned urban expansion.

q**n‘gﬂ"".:gf‘a.

Flgure 10 Map showmg urban land cover of Bengaluru in 2005 (L) and 2015 (R) showmg the growth of the town with
respect to its planning boundary

e Hyderabad: The planning area in the master plan 1993-2011 for Hyderabad city was the area erstwhile
Hyderabad Urban Development Authority (HUDA). The total area of HUDA was 1875 Sq.km. Only in the case of
Hyderabad, the urban expansion of the city had not reached the periphery of the metropolitan boundary. Even
though urban sprawl had taken place much before the master plan’s horizon year- 2011, the agglomeration
hadn’t expanded till the periphery of the HUDA Boundary and large amount of land still had potential to urbanise.

Selective protection of open spaces

Making room paradigm describes this component for protecting environmentally sensitive areas and open spaces by
making metropolitan open space plan. This plan should contain hierarchy of open spaces, ranging from playgrounds,
parks, natural parks, fertile agriculture, etc. To enforce regulations that mandate the allocation of a certain share of
private land for public use. Creation of institutional framework comprising public, private and civic organisation for
aggressive protection of open spaces. This study does not cover the allocation of certain share of private land for public
use and creation of institutional framework, since it limits the study to overall planning approach and does not venture
into local level planning.

e Nagpur: Development Plan of Nagpur identifies open spaces of all hierarcy, ecologically sensitive areas, and
proposes to protect these areas by developing these spaces by converting some of them into city level
recreational spaces. Identification of parks garden at differential level, ranging from city level to neighourhood
level open space has been done in the plan. Identification of water bodies, urban forest, etc and proposal of lake
front and international zoo were also included in the Revised Development Plan.

Thus, the Master Plan gives emphasis on the protection of open spaces, environmetally sensitive areas and reserving land
for public use, identification of parks from city level open space to neighbood level.
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Figure 11 Hierarchy of open spaces in Nagpur master plan

e Bengaluru: Master Plan gives importance to the provision and protection of open spaces available in the city
and the conservation of other open spaces in the city like lakes, natural drains, urban forests. However,
(Thippaiah, 2009) in his study points out that Bengaluru witnessed the decline in the number of lakes, out of 262
lakes only 81 lakes survive now.

The plan does not give concrete strategy to protect of lakes, other than developing few selected ones. What happens to
the other lakes and how they would be protected is not clear. This causes conflicts during implementation of master plan
resulting in degradation of open spaces.

e Hyderabad: The master plan proposes to reserve land for new regional level parks. Smaller and local level parks
created through the process of layouts development by reserving land for public purpose. In addition to these
regional parks the proposed land use has reserved all hillocks, valleys, lakes and river banks as recreational areas
and ‘No development zones’.

An arterial grid of roads

Making room paradigm suggests that the planning for the arterial road network must be planned for next 20-30 years.
The network should follow a hierarchy and should ensure that public transport is within ten-minute walk. The roads
should also have wide right of way so that dedicated bus lanes and non-motorised transport can also be incorporated.
Making room also suggest having an arterial grid of roads of one kilometre by one kilometre so as to encourage cycling,
walkability and also to plan public transportation systems in these arterial grids.

e Nagpur: Master Plan covers transportation section in detail. It proposes ring roads and major arterial road in
the city. It also proposes mass transportation solution for the city and promotion of NMT through improvement
of footpath and introduction of cycle tracks. Proposals related to truck terminals on various location of the city
to deal with goods traffic movement can also be found in the plan.

e Bengaluru: Bengaluru plan proposes road network, a ring road in the inner core and one at intermediate to
decongest major arterial roads and also proposes outer peripheral ring road. Proposes separate bus rapid
transport system with dedicated bus lanes. Proposes logistic facilities for goods transportation. Multi-modal
transportation hub is proposed. The master plan also proposes mass rapid transport systems like metro rail.

e Hyderabad: Hyderabad Master Plan proposes outer ring road which has now been executed. Mass rapid
transport system is proposed and the number of arterial road and flyovers proposed at different location in the

city.

Key Findings
While reviewing the planning approaches of the city with respect to the four components of the making room paradigm
it can be analysed that:

o  With respect to the projection of urban land needs Hyderabad fared better. The city opened up more land area
taking into account the population projection. In case of Nagpur and Bengaluru both cities had introduced urban
growth boundary though no development zone or green belt. The urban growth did not stop with the green
belts, the land cover map showed how the urban growth expanded into the green belt too. Both in case of Nagpur
and Bengaluru it has observed that the land owners in the green belt and no development zone have subdivided
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the plot and sold it to people as unauthorised layouts. These layouts are later regularised against conversion
charges or betterment levy, leading to unplanned and peace meal development. The master plan does not
address how the issue of creation of illegal layouts can be tackled. It was only Hyderabad which had opened up
urban land for expansion generously allowing the urban expansion to take place.

e  With respect to the second component i.e. Generous Metropolitan Limit, Nagpur had not revised its boundary
since 1953. Even as the city’s urban growth spread beyond the planning boundary yet the planning boundary
was not revised until 2018, when the metropolitan region development plan was sanctioned. In case of
Bengaluru the master plan document proposes the conurbation area for the future expansion of the city till 2031,
but the land cover maps show that by 2015 itself the city had almost grown beyond the proposed developable
areas in some parts and even outside the city metropolitan area in some areas. Only in case of Hyderabad the
metropolitan limit was generously larger so as to make provision for the cities expansion for 20- 30 years.

o  With respect to the selective protection of open spaces the Nagpur master plan does identify different hierarchy
of open spaces, environmentally sensitive areas and reserving land for public use. Identification of parks from
city level open space to neighbourhood level and it designates use of such parks for playground, garden, etc. It
also does not allow any development in these open spaces thus protecting them. The Bengaluru master plan
does focus on the preservation of ecologically sensitive areas but does not provide any concrete strategy on how
the lake systems of the city would be protected and preserved. Hyderabad master plan proposes to reserve land
for new regional level parks and creation of smaller level parks to be done through the process of layout
development. Hence all the three cities give importance to protecting environmentally sensitive areas and open
spaces in the city, fulfilling the making room paradigm

e  With respect to the fourth component that is An Arterial Grid of Roads all the cities had prepared their road
network plan proposing roads of different hierarchy with radial and ring roads. Also the master plans of the
three cities went on to proposed mass transit systems and also laid out proposals for promotion of non-
motorised transport. The suggestion from making room paradigm of having an arterial grid of one km by one
km could not be assessed in the master plan.

CONCLUSION - CAN MAKING ROOM PARADIGM BE AN ALTERNATE PLANNING APPROACH FOR INDIAN
CITIES?

The review of the planning approach of three cities with respect to the making room paradigm has brought to light the
diverse approaches of planning between the cities. Also, on assessing these cities in reference to the four parameters of
making room approach, it can be said that none of the cities completely corresponds to all these parameters. The planning
approach adopted by the case cities against the making room paradigm is to understand that there were some approaches
which were contradictory and some that were going hand in hand with making room paradigm. Nagpur and Bangalore
had adopted a conservative approach by limiting the urban growth with introduction of urban growth boundaries
resulting in the haphazard development in the green belt or no development zones. While Hyderabad opened up the
much more area for urban development than required. The protection of open spaces and arterial road network were
the strategies identified by the three cities.

The key point that could be understood by analysing these case study cities and their Master Plans, it is very clearly found
out that the plan making process and the decision related to urban growth boundary did not seem to be based on strong
analysis of the existing situation and growth patterns of the cities. Scientific basis and rationale behind fixation of urban
growth boundary, using expansion approach or containment approach, was not found in either of these case studies.

It could be said that different cities may have to adopt dissimilar approach depending on their context. What we also need
to consider is the economic growth of the cities and future population they would attract. This would alter the housing
demand for the city and would change the land supply need for housing development. While projecting for the urban
land needs and deciding the metropolitan boundary regional economics should also be considered, giving an insight to
the city’s and region’s development in the future. This would enable the planners to foresee and integrate the said vision
by adopting the suitable planning paradigm.

Whether making room paradigm can fully be adopted as a planning paradigm would need a much more in-depth study
at the city level. But there could be some universal changes that can be brought about in the planning approach of rapidly
urbanising Indian cities so that they can cope with the pressure of urbanisation. These are as follows:

1. The master planning process should be as dynamic as the city itself, it should be able to adapt the fast-
changing scenarios in Indian cities. The city government should be able to revise the plans based on their
study through continuous monitoring of the city’s growth. Empowering the city governments to make
planning decision involving making and revising master planning.

2. There is a need of getting rid of ideas of over densification of cities. Since Indian cities already have high
densities; unnecessary densities create pressure on urban infrastructure. High densities, where required,
should be supported by adequate infrastructure.

3. Letting go of growth boundaries like green belt, no development zone, etc. This could be replaced by more
liberal planning approach where sectors for future development are earmarked for phase wise development.
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4. While delineating metropolitan boundaries for the cities, the city and its surrounding growth centres shall
be considered. A metropolitan plan or a city-region plan would have more holistic approach since it
considers the economic vision for the whole metropolitan area.

5. Use of liberal zoning policies, mix land use zoning, varying FSI based on urban forms and density should be
adopted.

6. Demarcating ecologically sensitive areas, open spaces, recreational spaces in the whole planning area and
making strategies for its protection. Making a city level open space plan should also be considered.

7. Planning of the arterial grid road network that encourages walkability and public transport should be
undertaken. Implementation of the road network could be in a phased manner so as to implement these
roads as the city expands. The city should also start looking at preparing integrated mobility plans, that not
only link public transport networks, but also include non-motorized means of transport.

The above recommendations which are inspired by the making room paradigm could be adopted for planning of Indian
cities. The answer to whether making room paradigm could be an alternative planning approach for Indian cities, can
only be answered though context and challenges faced by each city, its economic vision, geographical limitations and
other challenges that are faced by each Indian city.
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1000 DOES THE COHESION POLICY WORK IN CENTRAL AND EASTERN EUROPE?

SPATIAL HETEROGENEITY MATTERS

ABSTRACT

Since the EU’s cohesion policy creation, this policy has aimed at reducing regional disparities, restructuring regional
economies, creating jobs and stimulating private investment. In their article, BECKER ET AL. (2012) wondered whether
this policy really helped to favour growth in the regions concerned. They concluded that reorienting the European aid
that was more concentrated in targeted regions would improve the effectiveness of the spent funds. They were therefore
able to demonstrate the spatial heterogeneity of the effectiveness of the cohesion policy in Europe. Despite the fact that
the EU has been extended to eleven new Central and Eastern European countries, the question of the future of European
policies, particularly the cohesion policy, remains problematic. As the aim of our article is more to identify the spatial
nonstationarity of the effectiveness of the funds than to establish general rules and regularities about the studied
phenomenon, we prefer using a local model rather than a global spatial model, like these scholars. Furthermore, this is
what DALL’ERBA AND FANG (2015) recommend in order to reconsider the “one size fits all” theory, and therefore
demonstrate that the European funds can have a significant positive impact in some regions and no or even opposite
effects in others. We use the GWR - geographically weighted regression - to assume that there is a significant spatial
variation in the influence of the factors instrumental in regional growth. One of our main objectives is to show the spatial
heterogeneity of the effectiveness of European funds in the explanation of the growth of Central and Eastern European
regions. Our article contributes to the understanding of the evaluation of the effectiveness of European structural funds
over the last two programming periods. The analysis is based on a sample of 147 Central and Eastern European regions
at NUTS 3 level over the period 2000-2014 using GWR. Although the favoured level of allocation of European funds is
NUTS 2, we have made the decision to work on NUTS 3 regions in order to provide more detailed understanding of the
effects generated by the EU Cohesion Policy transfer on growth (like BECKER ET AL., 2012 or GAGLIARDI AND PERCOCO,
2017). The choice of (i) focusing on Central and Eastern European regions, (ii) this level of analysis, NUTS 3 and (iii) this
method is unprecedented in the literature.
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1407 HAPPINESS INDEX: WHAT MAKES YOU HAPPY?
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ABSTRACT

There are many countries with having low Gross Domestic Product (GDP) and probably will not be able to come to the
first quartile in the world. But that doesn’t necessarily mean that citizens living out there, are not happy with their quality
of life or service provisioning. So economic progress & provision of basic services does not guarantee certain happiness,
it is necessary to measure citizen's aspirations & happiness-shortfall for policy amendment. Researchers tried to assess
for various aspects, but overlooked composing as a whole, which was done here. Literature suggested that there are four
major components - Health, Social Interaction, Governance & Services and Living Standards, which are the measures of
Subjective Well Being (SWB), which contributed remarkably on happiness for Individual, Community, National, &
Regional level. We have also identified the criteria of these major components. A web based app was developed to ideate
citizen's happiness index by inclusive questionnaire incorporating those components and their criteria. We deployed our
system to observe field-reaction and perceive disparities in SWB'’s domains in our result. Finally the Happiness Index was
established as a representation of subjective wellbeing of citizen. Test-values from Cronbach's-alpha & Spearman-Brown-
split-half, confirmed the reliable-results, which reveal predominant association of happiness with Education level, Health,
Social tie (especially with family & friends), Living standard (Income, work-life balance & Educational facilities). The
methodology and tools used in this study, creates a base or an example to evaluate citizens’ happiness for all those
backward countries, even they have low GDP. This study is very helpful for policy & decision makers in order to identify
the focusing aspects of improvements. Researchers can conduct similar study in other contemporary societies. Further
the larger dataset will provide better analytics and deeper insights.

Keywords: Well-being, Happiness, Index, Assessment, Indicators, Metric.

1 INTRODUCTION

Happiness - the ultimate human aspiration, and can also be a measure of social progress. America’s founding fathers
declared the inalienable right to pursue happiness. Pursuit of Happiness is a fundamental right mentioned in the
America's declaration of Independence and is defined as: to freely pursue joy & live life in a way that makes a person
happy, as long as the person do not do any illegal or violate the rights of others.

Happiness research was predominantly a domain for Psychology until it was linked to Economics. Since the late 1990s,
economists from different part of world started to contribute to happiness research through large-scale empirical
analyses of the indicators of happiness.

Many researcher have carried out research to find indicators of happiness, measure them, find the shortfalls and use
them as a tool for making policy for enhanced wellbeing and quality of life. Happiness can be measured at Personal level,
Community/ Organizational level, National level, and Regional level in at least two ways - the first as an emotion and the
second as an evaluation.

Happiness is a fuzzy concept and can mean many different things to many people [1], for Psychologists it is individual
perspective-personal flourishing. Sociologists and Economists focus primarily on society's perspective i.e. the Nation’s or
Community's flourishing.

So there is a need of generating a reliable dataset for analysis of policy, as objective dataset are not available. But the
question is, can data on self-reported happiness collected through ICT provide critical insights into the prevalent policies
and guide policy making? What are the relevant indicators of happiness in Indian cities? Are they different from earlier
indicators of happiness found by researchers across the globe?

In this study, the major domains with their indicators, were identified through the exhaustive literature review over the
globe. Then questionnaire formed with the expert help, and was embedded in an android app to take the survey. Then
those collected data were analyzed to find out the most effective indicators, which are playing major roles behind
happiness. The results further tested for reliability and sensitivity. And finally how this study can help the citizen, policy
and decision makers, was discussed or concluded. Further spatial or area specific study can infer more stories.

2 PROBLEM STATEMENT

Happiness research has revealed that economic progress or other traditional prosperity measures like health, living
standard individually do not necessarily translate into increase in people’s quality of life. Provision of basic services and
amenities to citizens do not necessarily guarantee happiness. For the average citizen, happiness is unlikely to be
dependent on any single domain, but is rather the sum of the weighted indicators. There is need for bottom up approach
to measure happiness of citizens to improve/ enhance quality of life. Governments are not aware of happiness status of
the citizen and at the same time they are not aware of what is required to be done to make them happy. There is a need
to develop a methodology to identify happiness indicators; to collect data; and to measure/ assess happiness, as a
framework to identify the disparity; and to propose targeted policy interventions and amendments.

3 ASSESSMENT NEED & REQUIREMENTS
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From the problem statement, it was apparent that the need of the study is to assess the happiness that is quantification
of happiness, among individuals and to understand their life satisfaction in various domains of well-being.

The model is a system which collects responses from individuals, store the responses, calculate the aggregated score and
display the result to user. The study team decided to collect self-reported happiness and life evaluation data from users
through a mobile app and display to user their happiness measured in terms of an Index. It was contemplated that
through this Happiness Index app:

e People will know their individual index in comparison to community or higher level.
e [t will aid people in self-assessment of what makes them happy and what matters most to them.

e Government will come to know the inconsistency in various facilities which are directly associated with people's
happiness/overall life satisfaction, needs of its residents which may help further to propose policy intervention
or any amendment.

4 LITERATURE REVIEW

4.1 Prior Work

Prior attempts have been made to measure the overall average happiness of people located in cities using word frequency
distributions collected from a large corpus of geo-located messages or ‘tweets’ posted on Twitter, with individual words
scored for their happiness independently by users of Amazon’s Mechanical Turk service [2].

To explain the variation in happiness across different cities how individual word usage correlates with happiness and
various social and economic factors is examined using the ‘word shift graph’ technique developed in [3], as well as
correlate word usage frequencies with traditional city-level census survey data. The combination of these techniques
produces significant insights into the character of different cities and places.

The Mappiness App is an i0OS based mobile app created by Dr. George MacKerron and Dr. Susana Mourato of the
Department of Geography & Environment and the Grantham Research Institute on Climate Change and the Environment
at the London School of Economics and Political Science (LSE) for their academic research. The aim was to better
understand how people's feelings are influenced by features of their current environment—things like air pollution,
noise, and green spaces. Statistical methods were used to combine responses from everyone taking part. The location
data were collected and used to estimate what the environment was like in the places where people responded give [4].

A City of Wellbeing [5] explained concisely about previous literature review on various Wellbeing Indices, targeted level,
their descriptions, the "overall goal", that is, the problem the index was designed to resolve and Domains measured,
adopted all over the world.

4.2 Literature Review on Indicators of Happiness

As mentioned in Problem statement, it is unfair to consider a domain to evaluate happiness Index. So, to identify the
indicators and factors of Happiness, literature on happiness research was carried out, and indices of subjective wellbeing
or happiness over the world were referred [5] and an exhaustive list (Table 5) of the indicators and factors were
prepared.

Table 5. Different wellbeing indicators of various literature
National Level Local Level

Bhutan Gross National Happiness Index 2008/10
Canadian Index of Wellbeing 2011

UK National ONS Wellbeing Index 2011

Bristol Workplace Wellbeing Charter 2012 Bristol
Greater New Haven Community Index 2012 New Haven
Gross National Happiness USA 2008 Vermont
Hertfordshire Forward 2006 Hertfordshire
Jacksonville Quality of Life Progress Report
Manchester Community Strategy 2006 Manchester
Roquetes Barcelona and Lindangen Malmo 2012

Santa Monica Local Wellbeing Index 2013 Santa Monica
Somerville Report On Wellbeing 2011 Somerville

Spirit of South Tyneside 2006 South Tyneside
Sustainable Seattle 1991 Seattle

Health v N N N N N N N N W

Education v N W v W V v N v
Community vitality \/ \/ \/ \/ \/ \/ \/

Economy \/ \/ \/ \/ \/ \/ \/
Safety & security \/ \/ \/ \/ \/
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Good governance \/ \/ \/ \/
Demographics \/ \/ \/ \/
Living standards N N W

Transportation \/ \/
Recreation \/
Incomes/ Finance \/ \/
Housing \/ \/
Physical activity NI
Life satisfaction \/
Employment
\Volunteering & caring
Smoking & alcohol N
Time use \/
Time balance \/
Leadership NI
Civic participation \/
\Waste management \/
Cultural diversity \/ \/

Psychological wellbeing \/

Better place to live (Satisfaction)
IAttendance

Ecological diversity & Environment NI
Relationships (Friends & Neighbors) \/

<]

<<
<

<< [
<]

4.3 Inference from literature
Based on the Literature review, the following five major domains are selected for constructing the Happiness Index and
for analysis of responses:

e Demographics:

e Social Interactions:
Health:

Governance and Services:
Living Standard:

The app shall have the capability to weight the answers and report an overall happiness level calculated from the
responses and also in comparison to other respondents and also a disaggregated report on how he is faring in each
domain in comparison to other respondents. The intent is also to find outliers in the responses, hence another domain
on overall perceived happiness is also introduced. Calculated happiness is compared with reported happiness to find the
outliers. Fig.12 shows the methodology flowchart for Happiness Index Calculation.
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Fig.12. Flowchart of Happiness Index calculation
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5 SYSTEM DESIGN

The intent is to develop an app which will
e (Calculate the Individual Happiness Index.

e Visualization dashboard which shows the Individual Happiness Index compared to the aggregated Community
Level Happiness Index.

The need of the study was a system which collects responses through either a web interface or mobile app, store the
responses, calculate the aggregated score and display the result to user.

System designed for the study works as described below, shown in Fig.13: The responses are collected either through an
user interface web-page or through an android based mobile app. Once the user submit the filled-up the questionnaire
form, then the responses are collected (with the predefined weights) and appended into a previously stored response file
(.csv format) through form processing. After storing the data, score calculator read all the stored data and calculate the
average score for the higher level. And then it reflects the scores or results to the user-interface.

_‘\\ i :
Response —_— P [opp—
[/ Form LRC(-:fcmg p
Processing VB

./lf

Existing
Response
A | A
Score . Al fecords
N | Score (‘-\\ {
N Calculator 2
Users Server
\ = J /
\‘--, Systemn Design | —

Fig.13. System Design
6 METRICS

6.1 List of Metrics

Scholarly research on measurement of Happiness revealed that it is measured in two ways. One as an emotional reporting
and another as life evaluation. Emotional happiness is more correlated with variables such as social time [6] and life
evaluation with variables such as income [7]. High income improves evaluation of life but not emotional well-being [8].
In our attempt to calculate Happiness Index, we have incorporated questions on both emotional reporting and life
evaluation scores as measurement of Happiness.

6.1.1 Controlled experimental survey for questionnaire

The questionnaire is designed with reference to literatures on happiness research by notable scholars. While framing
questions the points considered are: the reason why? For designing this particular app; and for whom? (Target audience);
how will we quantify and aggregate the value and what will be our research output. The metric was tested within a
controlled audience and their feedback was incorporated in the next levels of survey.

The questionnaire consist of six domains: Demographic, Social Interaction, Health, Governance and Services, Living
Standards and Overall Perceived Happiness. The questions on demographic domain consist of user's nominal data on
Age, Gender, Relationship status, Employment status, Education level, Number of family members, and PINCODE of
current place of residence. Social interaction domain's questions consist of questions on level of socialization, number of
close person (social contacts) and frequency of interaction with them. The questions on Health domain consist of
questions on Psychological stress and Physical health. The question on Governance & Services domain consist of rating
happiness of ten basic services provision of public open spaces and protection of environment, provision of good health
facilities, provision of good educational facilities, Sanitation, Safety and security, Waste management, Transportation,
Water supply and Electricity supply on five point ordinal scale and their predominant reason. The Living Standard
domain consist of questions on income, current residential locality, housing and work life balance and individual's
happiness rating on a five point scale.

6.2 Specific choices made
An attempt is being made to rationalize our questions and the weight given to our questions through literature reviews.
Friends and family are a long-established support for subjective well-being [9]. Happiness depends not just on the
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number of close friends, but also the frequency with which they are seen [10, 11] . The survey asks about the number of
close friends and relatives, and the frequency with which they are seen.

6.3 Index Construction

As stated above in section 4, happiness is unlikely to be dependent on any single domain, but is rather the sum of the
weighted indicators. The weighting scheme designed for the Happiness Index follows the Alkire and Foster method [12],
developed by Sabina Alkire and James Foster of University of Oxford, who presented a weighting scheme for the
multidimensional poverty index. Gross National Happiness Index of Bhutan also follows the same weighting method. The
following weighting scheme is an adaptation of Alkire and Foster method:

a) Domains have equal weight in the index
b) Sub-domains have equal weight within Domains
Fig.14 shows major domains and it's sub-domains with respective weights, adapted from Alkire and Foster Method

Work Life soclal tles
Balance

Soclal ties induced

Housing \ happlness

C‘f"’"‘. . No. of close
Residential . \ people
Locality / A
e ",
Income | Frequency of
Happiness interaction
Index
Sanitation | Welghtage f

Water Supply
Psychologlcal

Transportation
portatio stress

Waste Management
Safety & Security

Reduction of corruption
Good Education
Good health facilities
Public open spaces &
environment protection

" physlcal
health

Fig.14. Weighing Scheme

Responses to questions covering the sub-domains are in ordinal scale and variable scores are assigned to them based on
their relative importance and contribution to the Happiness within the sub domains. That means responses who are
correlated to Happiness are assigned scores based on the nature of correlation (positive or negative).

Happiness Index = Weighted aggregates of score of responses.
7 WORKING OF THE SYSTEM

7.1 Pilot Survey

A pilot survey was conducted on Survey Monkey which is a web based platform from 26th February 2016 to 4th March
2016 with survey questionnaire consisting of 10 questions on five domains, Demographics, Social interaction, Health,
Governance & Services and Living standard. On an average it took 8 minutes 18 seconds to completely answer the
questionnaire. Another survey of above survey questionnaire was conducted using Google forms to check the sensibility
of construct of survey questionnaire. It consisted of only two questions, first question was "Are the questions are
understandable to you?" and second one was "Do you think it is a lengthy questionnaire"”. The response options were
'Yes' or 'No' and the respondents were asked to select questions which are not understandable and which they find
lengthy. Total 16 responses to the question "Are the question understandable to you?" were collected. Out of which only
18.8% i.e. 3 respondents responded that question number 9 on Governance & Services is ambiguous and need clarity.
81.3% i.e. 13 respondents can understand our questionnaire without difficulty. Total 15 responses to the question "Do
you think it is a lengthy questionnaire? " were collected. Out of which only 26.7% i.e. 3 respondents responded that the
questionnaire is lengthy and particularly one respondent responded that question number 9 on Governance & Services
is lengthy. 73.3% i.e. 12 respondents did not consider the questionnaire lengthy.

Another pilot survey on Survey Monkey was carried out from 16th March 2016 to 20th March 2016 consisting of 19
questions on six domains: Demographics, Social interaction, Health, Governance & Services and Living standard and
Overall Perceived Happiness. Responses collected till 20th March 2016 were selected for the analysis. On an average it
took 9 minutes 40 seconds to completely answer the questionnaire.

7.2 Happiness Index
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A Web Questionnaire Survey was designed to collect user-responses to calculate and display Individual Happiness as
well as aggregated Community level Happiness Index. It also provide information on individual's performance on each
domain. Once user submit the filled-up form, then the server stored the data as per the pre-defined weights and calculates
the happiness scores both for the individual & higher level. After that, server reflects those score at the user interface as
shown in Fig.15. It also shows that, in which domain(s), that particular user is happy enough and where he/ she is lacking,
with the detailed score breakdown of each attribute (domain), in comparison between individual and community level.

J = T B9 AR D
Happyindex Happyindex
i . Mere It is 1t
Assess Your .
You are 57 58% happy
Happiness
Community average 268 48%
You ate not a8 happy as your community
[y You are quate comdortable with Health
q Te" me But you are lacking in Sool Interaction,
Service & Governance, Living Standard
3 about
The score breakdown
yourself “Community | Aibute | Your |
Score (Domain) Score |
1768 social Interaction N |
1(a). Age: - Gelmct y 1543  Meath |8 |
] Service & - |
1(b). Gender. * Male  Female  Other 17.78 Eovenence: 1D \
1(c). Wiveh of the following best descrdes 17.59 iﬁ'l’fj?.?f’f‘f?i,ﬁ_f,l
your cutrent refaticnship staties?
Select v

1(d), Which of the following categories

describes your employment stalus?
Galect .

Fig.15. Screenshot of an HI App.

8. TEST RESULTS

8.1 Reliability & Sensibility

In this section, Reliability of the questionnaire using survey responses is carried out. Reliability used to test the random
error in measurement. The type of reliability test depends on the type of questionnaire (ordinal, nominal, and interval)
[13]. To test the Reliability of the survey responses, both Spearman-Brown split-half reliability and Cronbach's alpha test
were performed. These two methods measure the internal consistency of the responses among all survey questions. The
two tests were performed in SPSS (Statistical Package for Social Science) version 22. The SPSS guidelines for both the
tests, are:

> 0.9 Very Highly reliable
0.8 - 0.89 Highly reliable

0.7 - 0.79 Reliable

0.6 - 0.69 Marginally reliable
<0.6 Unacceptable.

In our analysis, the Spearman Brown split-half reliability value was 0.934 and Cronbach's alpha value was 0.813
respectively. Thus the overall Reliability of our study was highly reliable.

8.2 Sample Profile

The objective here is to investigate the relationship between overall happiness and various independent variables as
mentioned in Table 6. The Demographics variables with sample size shown in brackets is categorized as shown in Table
6. The style of the table has adapted from [14].

Table 6. General profile of 127 citizens.

Age Marital Status Employment Status Family Size

18 to 30(68) Single(65) Employed, working full-time(60) 1to2(12)

30 to 45(50) Married(56) Employed, working part-time(6) 11 to 20(1)

45 to 60(7) Divorced(3) Full time homemaker(3) 3to05(97)

above 60(2) Live in Relationship(3) Not employed(2) 5to 10(16)
Retired(2) above 20(1)

Sex Education Level Student(35)

Male(78) Post Graduate(85) Student with or without scholarship(13)

Female(49) Graduate(37) Unemployed looking for work(1)

Higher Sec.(5) Unemployed not looking for work(1)
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8.3 Correlation Analysis

Due to the limited responses, only Pearson's chi square value and significance values has included as shown in Table 7.
The correlations among all categories shows significant relation except basic services. The domains such as social score,
living standard score and health has high significant correlation. The correlation analysis was performed at 99% and
95% confidence interval level.

Table 7. Correlation Score.

Social Health Basic  Service | Living Standard | Overall Happiness
Score Score Score Score Score
Pearson 1 461" 0.181 221* 541
Social S Correlation
oclatscore Sig.(2-tailed) .000 0.05 0.016 .000
N 127 127 127 127 127
Pearson 461% 1 0.099 210 512"
Health S Correlation
cafth score Sig.(2-tailed) .000 0.288 0.023 .000
N 127 127 127 127 127
Pearson 0.181 0.099 1 744" 821"
Basic Servi Correlation
asic service Sig.(2-tailed) 0.05 0.288 000 000
N 127 127 127 127 127
Pearson 221* 210° 744" 1 869
Living Standard Correlation
& Sig.(2-tailed) 0.016 0.023 .000 .000
N 127 127 127 127 127
Pearson . . . o
Overall Happiness | Correlation 541 512 821 869 1
Score Sig.(2-tailed) .000 .000 .000 .000
N 127 127 127 127 127

™ Correlation is significant at the 0.01 level (2-tailed).
*.Correlation is significant at the 0.05 level (2-tailed).

8.4 Chi square Test Statistics
The chi square test for total 28 variables is carried in this study. The results of the chi square test are presented in Table
8.

Table 8. Chi square Test Results.

Sr. No. Group \Variable name Pearson chi square value Significance value
1 Public Open Spaces 21.64 0.360
2 Health facilities 19.32 0.501
3 Education facilities 35.64 0.017
4 Sanitation 19.23 0.507
5 . Safety & Securi 20.82 0.408
6 Services & Governance Was"cc}; Managertlyent 27.49 0.122
7 Transportation 18.9 0.528
8 \Water supply 26.56 0.15
9 Electric supply 25.55 0.18
10 Reduction of corruption 18.85 0.531
11 Family, friends & neighbors 42.09 0.013
12 (With family 38.71 0.001
13 Social Network \With friends 34.36 0.005
14 With neighbors 31.44 0.05
15 Social tie 18.48 0.296
16 Time spent 22.92 0.11
17 Health Psychological stress level 54.73 0.001
18 Physical stress level 59.23 0.000
19 Age 20.67 0.192
20 Gender 9.66 0.067
21 Personal Details Marital status 8.74 0.725
22 Education 26.007 0.001
23 Family size 37.37 0.04
24 Employment status 73.69 0.10
25 Income 56.45 0.000
26 - Localit; 29.79 0.073
27 Living Standards Housin}; 25.81 0.172
28 \Work life balance 53.55 0.00
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The significant values are less than 0.05, which is the conventionally accepted minimum level of significance. Thus it
indicates that there is a strong influence on citizen's overall happiness. From Demographics data, Education level &
Family size are having significance values 0.001 and 0.04 respectively. The significance value for Education facilities
under Governance & Services, is 0.017. Physical and Psychological health variables having 0.000 & 0.001 values.
Whenever any person is in touch with Family, friends & neighbors, it shows significant values 0.001, 0.005 & 0.05
respectively indicates your happiness level is raising. Citizens in study area, becomes more disturbed due to Work Life
imbalance, having significant values 0.00

8.5 Limitation

The methodology is able to reveal successfully the association between overall happiness and components of SWB and
able to find relevant components of happiness, but in our case the limitation is, sample size considered for the study.
Hence it is not scalable for a particular region.

Because of the varying sample size for demographics variables, we are not able to emphasize which variable say Gender,
Cohort, Marital status are dominant components which influence citizen's happiness.

9 CONCLUSION

The Model is developed to assess happiness, both for Individual & aggregate level along with informing user about those
factors which are affecting their happiness strongly by highlighting in an App as shown in Figure 4. According to the
survey, the significant indicators which influence the happiness strongly are from Health, Social Network & Living
Standards domains as mentioned in section 8.4

The foremost indicators are lack of Education and its facilities, increasing stress, health issues, and inconsistencies in
social ties, Income and Work life balance. So, the implication for Governments and policy makers is that to focus on these
basic needs, to improve citizen's happiness and alternatively zonal development.

There is still scope to enhance this study in terms of geo tagging the responses and analyzing the data spatially. This kind
of study will be very effective in making specific area based policy. The mobile app can be made more user friendly and
additional features like auto pop up, auto reminder and visualization dashboards for users’ location can be added. This
was a cross sectional research and the indicators used in the study are highly significant in measurement of happiness,
but there is still possibility to add/subtract indicators based on their significance over a period of time through
longitudinal research.
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1626 THE BREW PATH: ANALYZING THE ECONOMIC EFFECTIVENESS OF CRAFT

BEER TOURISM PROGRAMS

ABSTRACT

The size and influence of the U.S. craft brewing industry has increased significantly in recent years which has many
communities building upon a tradition of food and beer tourism by initiating policies and programs to use the industry’s
success in efforts to stimulate local tourism and economic development. Similar to the renowned Kentucky Bourbon Trail
and Napa Valley wine trails, craft brewery trails are being introduced around the country wherein individuals obtain
stamps in a “brew passport” from each participating brewery, ultimately to be exchanged for pride and prizes upon
completion. This paper employs a difference-in-difference methodology using proprietary sales data from participant
and non-participant breweries in northeast Ohio’s Summit Brew Path to analyze the effectiveness of a brewery passport
program managed by the local visitor’s bureau. Additionally, we test the reliability of social media locational check-in
data as a proxy for brewery sales to further analyze similar programs from around the country. This paper builds upon a
growing literature on craft beer research, utilizes novel data and data collection methods, and presents causal results
that inform policies and practices of local breweries and tourism agencies.
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1227 CLIMATE VARIABILITY AND FERTILITY: EVIDENCE FROM BRAZILIAN

REGIONS

ABSTRACT

According to the literature, temperature directly impact fertility in at least two ways: i) climate can affect sexual behavior;
ii) temperature could influence factors related to reproductive health, such as sperm mobility and menstruation. There
is evidence that both an extremely cold winter and a very hot summer have an impact on births. However, the effects of
climate variability on fertility in developing regions are not well known, since most of the existing studies focus mainly
on families from rich countries. To isolate the effects of temperature, we consider the following natural experiment: year-
to-year climatic fluctuations in each region are effectively random and therefore a possible test is to verify whether births
in a region have changed after an exceptionally hot or cold year. In this sense, our objective is to verify whether climatic
variations had any effect on fertility in Brazilian regions. For this, we estimate a panel model. As a dependent variable,
we use the number of children by women aged 15 to 49 years living in region i in a given year t. We use as independent
variables: the difference between the mean temperature of year t-1 and the temperature of the mean of year t-2 of region
i; a set of controls that vary in time and at the level of the region; region specific fixed effects; year fixed effects. Adding
the fixed effects of the region, we will control for unobserved characteristics invariant in time, while time dummies will
capture the trend of fertility that is common in all areas. Regarding the data, we constructed a panel with information
obtained from the Demographic Census conducted by the Geography and Statistics Brazilian Institute (IBGE) for the years
1980, 1991, 2000 and 2010. The survey covers the entire national territory and has all the variables necessaries to
estimate the panel model. The second source of data comes from the Climatic Research Unit at University of East Anglia.
The results suggest that climatic variations have a significant effect on fertility. This result is relatively important in a
climate change scenario. This is because current research has pointed out that climatic variations occurred in greater
intensities in poor and developing regions. In addition, the Brazilian fertility rate is below the replacement level. Thus,
results showing evidence of the relationship between climatic variability and fertility is important for planning public
policies.
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1349 AN EFFICIENT AND EFFECTIVE DISASTER RISK REDUCTION PLANNING

THROUGH SMART LOCATION INTELLIGENCE AND ACTIVE COMMUNITY
PARTICIPATION

ABSTRACT

Natural hazards are natural phenomena that potentially cause loss to human lives and properties. When natural hazard
is turned into a disaster, it unsettles the normal livelihood and often causes incomparable losses to the society. It disrupts
economic activities, environmental set up and usually takes a considerably longer time to recover. According to National
Disaster Management Authority, Gol, “India is vulnerable, in varying degrees, to a large number of disasters. More than
58.6% of the landmass is prone to earthquakes of moderate to very high intensity; about 12% of its land is prone to floods
and river erosion; close to 76% of the coastline is prone to cyclones and tsunamis; 68% of its cultivable area is vulnerable
to droughts.” Disaster preparedness is the key measure to disaster prevention or at least to reduce its effects. It involves
activities like disaster risk zone identification, mitigation measures for vulnerable population and efficient execution to
deal with the consequences. Sendai Framework for Disaster Risk Reduction 2015-2030 has been accepted worldwide.
Government of India has also taken several initiatives for strengthening disaster reduction strategies and formulated
India’s first National Disaster Management Plan based on Sendai Framework having four priority themes - understanding
disaster risk, strengthening disaster risk governance, investing in disaster risk reduction (through structural and non-
structural measures) and enhancing disaster preparedness, early warning and building back better in the aftermath of a
disaster. Structural measures include physical construction to reduce or avoid possible impacts of hazards, or the
application of engineering techniques or technology to achieve hazard resistance and resilience in structures or systems.
Whereas, non-structural measures use knowledge, practice or agreement to reduce disaster risks and impacts, in
particular through policies and laws, public awareness raising, training and education. The efficacy of any disaster
preparedness largely depends on community involvement in both planning and execution phases as part of non-
structural measures. Coupled with information technology and location intelligence, local crowd sourcing enables
effective, realistic and coordinated disaster preparedness planning, reduces ambiguities of efforts and key personnel and
increase the overall response efforts. Community participation, in particular, plays significant role in hazard mapping,
identification of facility requirements, evacuation route planning and etc. Based on the experience of community
participation and interaction for formulating disaster prevention plan in Sapporo, Japan, a similar measure is proposed
for India in this study. A web based public information system is suggested to be prepared which would create a bridge
between the administrators or decision makers and the citizens ensuring information dissemination in both vertical and
horizontal direction. A possibility of real-time data sharing with locational information from local citizens will play a vital
role in developing the core competencies of the disaster preparedness and survival planning. Disaster preparedness is a
continuous and integrated process resulting from a wide range of activities and people participation. A proper locational
and strategic data dissemination tool for disaster preparedness integrating both decision makers and citizens would
minimize the disaster risk and loss.
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1408 CLIMATE CHANGES IN BRAZIL: REGIONAL VULNERABILITY AND ECONOMIC

IMPACTS ON AGRICULTURAL PRODUCTIVITY3?

Bruno S. de Souza, Eduardo A. Haddad
NEREUS - The University of Sdo Paulo Regional and Urban Economics Lab.

ABSTRACT

Climate variation are one of the main causes of productivity losses for the agricultural sector around the world. However,
most of the theoretical framework applied to estimate this effect across regions focuses only on the estimation of the
direct economic impact that such changes will have on the agricultural activity of a given locality. In addition, little is
discussed about the vulnerability that different regions of a given country may face. According to the definition of the
Intergovernmental Panel on Climate Change (IPCC), the most vulnerable regions in terms of climate changes will be those
that - beyond of facing harsher process of climate change - have little adaptive capacity to deal with such changes and
depends more heavily on the agricultural sector in its productive structure.

This paper measures the economic impact that the projected climate changes for Brazilian regions may have during this
century. In particular, estimates the direct impact that such shift on climate pattern will have on the productivity of the
country's main agricultural crops, and the indirect impact of this changes on the Brazilian economy as a whole. In
addition, builds an index of vulnerability that allows to detect which are the Brazilian regions more vulnerable in terms
of climate changes in this century.

To do so, it uses a physical model - that takes into account the most recent projections of climate changes from IPCC - to
predict the effect of such changes on the productivity of Brazilian agriculture. This physical model is integrated with the
computable general equilibrium model (CGE) B-MARIA27 - which has the most recent available data on its calibration -
in order to assess the systemic impact that changes in agricultural productivity may cause in the level of activity, well-
being and production of the Brazilian states.

The analysis is conducted using data on soybean, sugarcane, maize, beans, coffee and orange between 1994 and 2015.
These crops account for about 82% of the country's agricultural production. In addition, the CGE interregional model
uses the 2011 data in its calibration and captures the regional interdependence of the 27 Brazilian states. Finally, the
work uses the projections for the regional climate changes pattern provided by the IPCC’s Fifth Assessment Report (AR5).

The preliminary results points to a very heterogeneous economic impact among the Brazilian regions. Estimates indicate
that the southern region of Brazil, while experiencing an intense increase in temperature until the end of the century, will
face deep costs from changes in climate. The northeastern region of Brazil, which is notoriously the least developed in
the country, will be the most affected since the projections indicate that will suffer a slow process of desertification until
2100. The northern region, which houses the Amazon Forest, is the one that will face the most extreme events of intense
rainfalls and prolonged droughts being the region that will have the biggest change in its agricultural pattern during the
century.

Key words: Climate Changes, Regional Economics, Brazil.

1 INTRODUCTION

“I've wasted time enough,” said Lestrade rising. “I believe in hard work and not in sitting by the fire spinning fine theories.

”

Inspector Lestrade.
The Adventure of the Noble Bachelor

The United Nations Framework Convention on Climate Change is the largest international cooperation treaty aimed at
mitigating the harmful effect that human activity can have on the environment. This treaty defines climate change as
changes in climate that are attributed directly or indirectly to human activity by changing the composition of the global
atmosphere beyond natural climate change (in comparable periods). Its aim is to stabilize the emission of greenhouse
gases (GHGs) in the atmosphere at levels that prevent their interference in the global climate system.

Brazil, the host country of the conference, was the first country to sign the treaty, ratifying it at the beginning of 1994. In
this sense, the country recognized its influence on the phenomenon of climate change by voluntarily undertaking to
comply with and respect the terms arranged in the agreement. Some 140 countries are signatories to this conference,
signaling to the world that efforts to mitigate the human impact on climate are a topic of great attention on most of the
planet. Although the treaty did not initially set clear and specific targets of the signatory countries on the amount of
greenhouse gas emissions over time, it set a precedent for the elaboration of protocols (the most famous of which is the
Kyoto Protocol) which would create binding emission limits for signatory countries.

In 2008, Brazil presented the National Plan on Climate Change, whose main objective is to encourage the development
and improvement of emission mitigation actions in the national territory. One of the pillars of this plan is to generate
research and development aimed at the measurement and studies of impact, vulnerability and adaptation on climate
change in Brazil and worldwide.

39 We would like to thank Instituto Escolhas, Rede Clima and the INCT for Climate Changes for the financial support.
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The recent water crisis observed in Brazilian Southeast in 2014 was an alert for how the country's economy may be
vulnerable to climate change. The impact of these on the productivity of Brazilian agriculture is a subject extensively
explored in recent literature. However, there are few studies that explore the second and third order effects of climate
change on the country's economy.

Certain productivity shocks on agricultural goods in the Brazilian regions can affect - in a differentiated way - the local
demands of the most diverse economic agents. Spatial and sectoral relations may also play a key role in the process of
economic adjustment: the food sector of a given region, when facing a relative shortage of agricultural genres for its
production, will have to pass on part of its cost increase to consumers. These, in turn, will become poorer in that they will
have lower real income to acquire such products. As a result, they will have to reduce their demand for goods from other
sectors, while these sectors will tend to decrease their production and prices, and potentially have to dismiss part of their
workforce in response to a possible drop in demand. The net effect on economic variables can be quite complex to predict
in the various sectors and regions of the country in both the short and long term.

In this context, the objective of this work is to analyze the economic vulnerability of the regions in relation to potential
climatic variations in the country, besides the consequent effect that such changes in the climate can cause on the
Brazilian economy in its several sectors. To do so, the framework provided by the computable general equilibrium models
is used to integrate physical and economic models with the purpose of evaluating the impacts of the most diverse orders
on the Brazilian economic system.

On the one hand, physical models on agricultural production provide estimates of the direct effect that climate change
can have on the productivity of a given crop. On the other hand, interregional general equilibrium models account for
such estimates in order to capture the effect that changes in agricultural productivity can generate for the economic
system by considering the links that the agriculture sector has with other sectors of the country, in addition to the effects
different regions of Brazil.

The work is divided into 5 other sections besides this introduction. The next section deals with the literature that uses
economic methods applied to measure the impacts of climate change, highlighting the numerous dilemmas that may arise
in this process. Section 3 discusses the methodology used, emphasizing the integration of the physical model - which
relates the impact of climate changes to agricultural productivity - with the general computable equilibrium model used
in the work. The fourth section provides a detailed analysis of the agricultural, economic and climatic data constructed,
as well as justifying the choice and construction of the scenarios used for the analysis of the work. Section 5 shows the
results, presenting the direct and indirect impacts of climate change on the Brazilian economy, and proposing a
methodology to deal with the uncertainty of the results in an explicit way. The sixth and final section concludes the text,
summarizing the main results of the work.

2 ECONOMICS AND CLIMATE CHANGE: A GENERATIONAL CONFLICT
“You know my methods. Apply them.”

Sherlock Holmes
The Sign of the Four

Economic science has much to say about the impact of climate change on the world’s economy and well-being. Measuring
and assessing the risks associated with such climate change is now - and increasingly - key to design impact mitigation
policies and mechanisms for the various nations of the planet.

The impact of changes in global climate has the potential to affect the most diverse dimensions of human life over time:
food production, health, access to water, natural resources, among others. In this sense, the impact of such changes on
the world economy is not easy to measure. Stern (2006) collects a series of results from economic models and argues
that if no change in the direction of reducing human emissions is made by the middle of this century, the cost of the
impacts and risks that climate change will cause on the economy of the globe can be equivalent to losing between 5% and
20% of world GDP annually forever. It also argues that, contrary to what is expected, the cost of moving towards
greenhouse gas emission reductions is around 1% of world GDP per year.

In the economic sense, climate change can be considered one of the largest and most comprehensive market failures in
history. More specifically, the planet atmosphere can be considered a public good, whereas the emission of GHG an
externality: the well-being of a given individual is a function of its consumption and the quality of the atmosphere.
Therefore, those who produce GHG are generating a cost of well-being for the entire population today and at all times in
the future (even though they do not directly and immediately face the impacts of their actions).

Thus, a change in the quality of the atmosphere changes the well-being of all the people of the globe, but not in a
homogeneous way: certain sectors, populations and regions can benefit from climate change, while others can suffer
severe losses. The emission pattern itself is not homogeneously distributed around the globe (TOTH et al,, 2001).
Countries with high emission rates have - so far - few incentives to reduce them since, ironically, they are the least
vulnerable to the effects of climate change. Moreover, nations that avoid mitigation policies have the classic incentive of
free-riding, that is, to benefit from the potential positive impacts of the actions of other countries (HALSNAES et al., 2007).
All this inequality in the distribution of the costs and benefits of mitigation actions makes an international emissions
reduction agreement very difficult.
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Another aspect well discussed in the literature concerns intergenerational welfare transfers. In other words,
anthropogenic impact mitigation actions in the global climate can be considered as a transfer of well-being from current
generations to future generations (TOTH et al., 2001). The magnitude of mitigation today has the potential to determine
the amount of natural resources (water, arable land, etc.) that future generations receive to consume. However, across
generations the costs and benefits of mitigation actions are not equally distributed: future generations benefit without
incurring costs while current generations incur cost without seeing benefits.

Yet, another factor of relevance for assessing the economic impacts of climate change involves comparing its
consequences at different points of time. To do so, economists generally use discount rates to be able to compare the
economic effects over the years. This makes it possible to equate impact trajectories over time by calculating the present
value. Therefore, the magnitude of this discount rate is critical to determining the relevance of the economic effects of
future climate change. The choice of the discount rate has considerable effects for assessing the economic costs of climate
change (HALSNAES et al., 2007): since the magnitude of climate change tends to increase over time (IPCC, 2013), how
bigger (lower) are the discount rates considered, the smaller (larger) will be the economic impacts of climate changes in
present value.

If we consider that mitigation actions can be seen as an investment, then the (probably positive) return on that
investment will require positive discount rates over time. In addition, the return on such investment can be used to decide
how much can be spent for mitigation. These rates may be described as prescriptive or descriptive. The descriptive view
is based on the discount rates observed in the behavior of individuals when making their daily decisions (IPCC, 2007). Its
main advocate, Willian Nordhaus, argues that the descriptive approach "assumes that investment to slow climate change
competes with investment in other sectors.”

The prescriptive view chooses the discount rate if it is based on what is considered the most compatible for the interests
of future generations. This view is defended by Nicholas Stern, who considers that any positive discount rate is unethical
for future generations (WEYANT, 2017). Ackerman (2007) argues that his approach defines the intertemporal discount
rate as one that leads to a scenario in which the present generation and future generations have equitable resources and
opportunities. A rate equal to zero would indicate that all generations are treated equally. According to Stern, the present
generation, which has the decision-making power to design policies to mitigate climate change, has a moral obligation to
treat future generations with equality. He advocates a lower discount rate that forces the present generation to invest for
future generations to reduce the risks of climate change.

One of the main effects of climate change is the influence, especially in the Brazilian case, on agricultural productivity.
Agriculture is one of the economic sectors most vulnerable to changes in the climate as it may be significantly affected by
fluctuations in temperature and rainfall. Although Brazil is a country of relative abundance of arable land and water, the
limited supply of these concomitant to the growing urbanization of the country enters in this context as potential risks
to the development of the sector over time. Nevertheless, the direct effects of climate on Brazilian agriculture are
essentially related to frost, severe rain and floods, droughts, and other losses due to extreme short-term climatic events.

Concern about the relationship between climate and agricultural productivity goes back to the earliest times in the
history of mankind. The place and period of origin of agriculture is, like almost everything in prehistory, a subject of much
controversy among historians. However, it is assumed that its emergence occurred concomitantly in various parts of the
globe at some point in the Neolithic period, between 12,000 and 10,000 years BC (DIAMOND, 1997).

In a given climatic region, the conditions of temperature, rainfall, solar energy and soil are practically constant. In essence,
such conditions condition fertility and, therefore, the productive capacity of a particular crop in a particular region. Thus,
it is to be expected that certain current crops are more or less adapted to particular regions, while consistent climate
changes may not only alter the productivity of these crops but also their geographical distribution across the globe.

This is considered one of the main factors for the emergence of the first cities of human history on the famous banks of
the Nile River, Mesopotamia, North Sea, Baltic, Siberia and Ganges River valley around 5000 years ago. The literature also
considers as a necessary condition for the development of societies that there is a wide and consistent process of food
production in an autonomous way in order to guarantee their subsistence. In this sense, the climatic or geographical
variations that the people of different parts of the globe have encountered explain, to a large extent, the different destinies
that such peoples have faced throughout history (DIAMOND, 1997). The most basic channel to understand this problem
comes from the idea that the availability of more calories for consumption - from a possible agricultural surplus - implies
a greater surplus of food to be stored, thus guaranteeing the basic conditions for the formation of great densely populated
societies of history. Botanic studies estimate that, at the beginning of the process of domestication of wild plants for
agricultural cultivation, the productive surplus guarantee that each calorie spends on cereal cultivation was compensated
with 50 calories of food production (ZOHARY and HOPF, 1993).

Throughout this process, there is also concern about the determination of seasonal climatic patterns of nature aiming at
ensuring a minimum level of agricultural productivity in order to ensure the subsistence of the growing human
population. It is assumed that the agricultural revolution during the Middle Ages generated productivity gains of around
100% for cereals (DUBY, 1977).

All this allowed the advancement of human society to the current economic and demographic level. In this process, the
increase in economic activity and consequent increase in the magnitude of human impacts caused in nature culminated
in the huge debate about human activity exerting influence on the phenomenon of climate change. Here is a distinction:
climate change can be seen as a "systematic change in the long-term state of the atmosphere over multiple decades or
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more" (IPCC). Such a term is distinct from climatic variation, which is a term that refers to the natural variation of the
climate that occurs over the months and years. El Nifio, for example, which changes temperature, rainfall and wind
patterns in many parts of the globe over 2 to 7 years, is a good example of natural climatic variation.

Yet, it is important to note that while long-term climate change has the potential to change patterns of land use and
agricultural irrigation, short-term changes directly affect farmers agricultural productivity and well-being. The growing
concern about the phenomenon of climate change in recent years has led to a significant increase in the number of studies
attempting to quantify the impact they may have on the world economy.

Since the 1960s, studies aimed at estimating the effect of rainfall and temperature on agricultural productivity have been
developed. Oury (1965) suggests a positive relation between agricultural productivity and precipitation and negative
relation between productivity and temperature. In addition, it is one of the first to propose an index of aridity and its
potential effect on maize productivity in the United States.

In a famous paper, Deschénes and Greenstone (2007) find that the effect of temperature on soybean growth and
development is consistently negative and non-linear in the USA. Nonetheless, they estimate that climate change projected
for the US will have the potential to increase annual profits from agricultural activity by about 4%. Kucharik and Serbin
(2008) indicate that the increase of 1°C in temperature during the summer months has the potential to decrease soybean
and maize yields by 16% and 13%, respectively.

However, while much of the empirical studies on the subject agree that climate change will have malefic effects on world
agriculture, some point the other way. McCarl (2008) finds that higher temperatures have a positive and statistically
significant effect on soybean yield, and no significant effect on other crops. Lobbel et. al. (2008) using aggregated data for
various regions of the world between 1961 and 2002 find that the change in agricultural productivity can range from -
21% to + 8.7% depending on the crop and region studied.

Concerning the effect of rainfall on agricultural productivity, studies are also controversial. McCarl (2008) estimates that
increased rainfall projected for the US may have a negative effect on wheat yield, while it may be beneficial to cotton
production and insignificant on maize, sorghum and soybeans productivity. Deschénes and Greenstone (2007) and
Kucharik and Serbin (2008) suggest that the same increase projected for the North American regions will tend to have a
positive impact on corn and soybean production.

Schlenker and Roberts (2009) estimate that global warming can reduce agricultural productivity by around 30% to 82%,
depending on how fast the global warming will last by the end of the century. In this sense, the climatic projections for
the speed of this phenomenon are also diverse. Such projections are based on a series of biophysical models that attempt
to represent the Earth's atmosphere through a vast system of equations. A more detailed description of such projections
is made in section 4.3.

In the Brazilian context, Haddad, Porse and Pereda (2013) also estimate the indirect effects of climate variations on the
Brazilian economy. By integrating a physical model with an interregional computable general equilibrium model, they
evaluate the economic impact of climate Anomalies observed in 2005 in Brazil. Their results indicate that the loss of R $
1.00 in agricultural production caused by climate change in 2004 has an impact of causing losses of R $ 3.25 in the whole
Brazilian economy. The authors argue that the links between sectors and regions, besides the effect of prices, are the
main channels for the propagation of the evil effects of the loss of Brazilian agricultural productivity. Asuncion and Chein
(2016), using data from the Municipal Agricultural Production (PAM) survey and the 2000 demographic census, estimate
that global warming under current technology and land use patterns has the potential to decrease Brazilian agricultural
productivity in about 18% on average. When they analyze these variations in the municipalities, they find values ranging
from -40% to + 15%.

This paper aims to contribute to this debate by integrating an econometric model - which relates climatic anomalies with
the agricultural productivity of the most relevant agricultural crops for the national production - with an interregional
computable general equilibrium model calibrated for the year 2011. For this purpose, aims to quantify what are the direct
and indirect impacts of the effect that the projected climatic changes will have on the Brazilian economy by the end of the
century.

Yet, the work differs in using the latest climate projections, agricultural data, and climatological data to generate its
estimates. Nevertheless, it seeks to innovate in the temporal granularity of climate projections using the monthly
projections for climate changes provided by the IPCC's 5th Assessment Report.

3 METHODOLOGY
“I'm afraid that I rather give myself way when I explain”, said he. “Results without causes are much more impressive”.

Sherlock Holmes.
The Stock-Brocker’s Clerk

The methodology that will be used in this work has as its basis the computable general equilibrium (CGE) models, a class
of economic models that seek to represent a given economy in its most diverse sectors and regions. With a calibrated
model for Brazil in 2011, the objective is to map the direct and indirect effects that climate change may have on Brazilian
regions.
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For this, it will be necessary to generate a productivity shock in the theoretical structure of this model. The magnitude of
this shock will be calculated from a set of econometric estimates that relate climate to agricultural productivity. With
such estimates in hand, it will be possible to use the climate projections provided by IPCC until the end of century to
estimate the future agricultural productivity shocks in the Brazilian economy.

In essence, what we intend to do is to estimate the impacts that temperature and precipitation have on agricultural
productivity and to multiply them by projections of climate change with the intention of projecting agricultural
productivity in the different regions of Brazil. With such a change in computed productivity, it will be possible to use the
Computable General Equilibrium model calibrated for Brazil in 2011 and, thus, to compute the effects of first and second
order from such changes in Brazilian agricultural productivity.

3.1 Econometric Model

One of the main channels of influence that determined climate change may have on the agricultural sector is its
productivity. In this way, understanding the relationship that it has with potential variations in rainfall and temperature
is the first methodological step necessary for the elaboration of the work. For that, the idea is to examine how projected
changes in these climatic variables can affect the average productivity of the most diverse agricultural crops in Brazil.
The empirical strategy used for such estimation initially needs to define a theoretical specification that relates the
productivity y of a given crop h in the municipality i of the State s at some period t with the weather, prices and
technology available in that period:

yh = f(climate{it}, pricesisi_13, technology{st}) (D

Thus, the econometric methodology used is initiated through the construction of a city-level panel elaborated through
data provided by the Brazilian Institute of Geography and Statistics (IBGE) Municipal Agricultural Production survey to
estimate the effect of climate on conditional agricultural productivity to fixed effects of municipality and state. Thus, the
parameters of interest will be identified through specific climatic variations in a given period in relation to the historical
average in the municipalities after controlling for common shocks to all cities within a state. In short what will be
estimated is the following equation:

Vh= @AVt ) OfiWer) + Xi + € @
c

Where i represents a certain municipality, s determined state, t determined year and c determined climatic variable. Such
specification allows controlling for a fixed effect of municipality «;, a state-year fixed effect y,;, a vector of control
variables specific to municipalities X;, and a vector of climatic variables W, which is constructed from the percentage
deviations of average temperature and accumulated rainfall in the municipalities in relation to their respective historical
averages. Nevertheless, quadratic terms are included in order to capture the non-linearity of these effects. In this way,
the parameter of interest will be 6., which will measure the impact that a given climate variable has on the productivity
of some crop h.

The agricultural data used come from the Municipal Agricultural Research survey, an annual survey that covers all
municipalities in the country and provides information on production, planted and cropped area, average yield and value
produced from the main Brazilian agricultural crops. The climate data, in turn, come from the National Institute of
Meteorology (INMET) which provides on its website historical climate data from its 265 stations throughout Brazil. For
the study in question, monthly observations collected from January 1994 to December 2015 will be used. Such data are
spatially interpolated in order to create municipal measures of accumulated rainfall during all months between 1994 and
2016.

With these estimates obtained, we intend to multiply each coefficient of the above equation by its respective projection
of climatic Anomaly provided by the IPCC climatic models until the end of the century (better described in the next
section). Such a calculation will generate a forecast of the commodity's productivity change h for each year from 2020 to
2100. Such prediction will be fundamental to the construction of the agricultural productivity shocks used in the
computable general equilibrium model (described below).

3.2 Projections of Rainfall and Temperature for Brazil

A number of entities develop and estimate their different climate models to reliably reproduce and design the global
climate system. Each model uses different scenarios to make its projections and each scenario, in turn, is based on
different assumptions about the trajectories of emissions of carbon, aerosols, deforestation, sea currents and mitigation
actions of the human society, leading to different results and forecasts.

What should be emphasized about these models is that they are based on physical principles, and they are now able to
reproduce many important aspects of the observed climate (IPCC, 2013). With this, the scientific community argues that
there is great confidence about their ability to quantify future climate projections.

Each set of estimates of an individual model is called an ensemble member, and in general, the scientific community uses
the average estimates of a series of ensemble members to make their projections. When comparing the variations of
results among ensemble members it is possible to generate an estimate of the degree of uncertainty associated with
climatic variation. Using the average of all these members gives a measure of the scientific community's expectation of
such projections (IPCC 2007, Annex to Working Group I, p.945).
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The IPCC's 5th Assessment Report emphasizes that the future climate will depend on the warming caused by both past
emissions and the anthropogenic emissions and natural climatic variation that will occur in the future. These emissions,
in turn, are largely dependent on population and economic growth, world consumption patterns, land use and energy,
technology and climate policies.

In this way, the entity generates so-called Representative Concentration Pathways (RCPs), which are used to create future
emission projections. These are used as inputs to carry out the simulations of the climate models that create the climate
projections for the future. These RCPs are divided into 4 scenarios: a rigorous mitigation scenario (RCP 2.6), two
intermediate scenarios (RCP 4.5 and RCP 6.0) and a scenario with very high greenhouse gas emissions (RCP 8.5).

The scenarios are named from the level projected for the difference between the solar radiation absorbed by the planet
and the radiation that is reflected back into the space relative to the pre-industrial level of the same measure. This
difference is known as radiative force and is defined as an index of the magnitude that solar radiation has as a potential
mechanism of climate change. Thus, scenario RCP 4.5 considers that the radiative force by the end of the century will be
4.5 times higher than it was in the pre-industrial level.

RCP 26 RCP85
Chang= in the average temperastwre of carth sarface (projection for 2081-2100 relative 10 the observed average between 1986-2005)
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Change i the anmal scundated precpitation (projection for 2081-2100 relative to the observed average between 1986-2005)

Figure 16 - IPCC Projections (2013).

The figure above shows the global representation of rainfall and average temperature projections performed by the [PCC
under the scenarios RCP 2.6 and RCP 8.5. The results indicate that, at least in Brazil, the average temperature will increase
between 12C and 1.52C in the most optimistic scenario and in more than 42C in the pessimistic scenario. In terms of
rainfall, the estimates projecta fall of atleast 10% in the annual rain accumulated in the optimistic scenario, and a marked
regional difference in the pessimistic scenario: in the Amazon region a fall of 10 to 20% and in the south region an
increase of the same magnitude. In addition, the literature on the subject has some consensus about some stylized facts
about the projected climatic changes until the end of the century:

e The planet's average temperature is increasing. Since 1900, the average temperature of the globe has
been estimated to have increased by 0.8 ° C, with much of this increase occurring in the mid-1970s. In
addition, climate projections indicate that the average temperature of virtually all regions of the planet
will increase by 2100.

e Thelow earth atmosphere is becoming hotter and wetter as a consequence of the higher concentration
of greenhouse gases. This creates greater potential to accumulate atmospheric energy for storms and
extreme weather events (hurricanes, tornados, torrential rains, prolonged droughts). The occurrence of
such events will be increasingly frequent and volatile.

e Even if the emission of greenhouse gases were stopped immediately, the average temperature of the
planet would not return to the pre-industrial level.

3.3 CGE Model
With the given projections it is possible to use the framework provided by the computable general equilibrium models
in order to capture their effect on the economic system as a whole.

This class of models has attracted considerable attention in recent years not only in academic circles but also in policy-
making debates. By "general equilibrium” one must understand the analytical framework that sees the economy as a
complete and interdependent system whose components (sectors, families, government, investors, importers and
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exporters) interact with each other. Such models consider that the economic shocks in a particular sector do not only
affect this one but end up generating a chain effect that creates repercussions through the system as a whole.

By "applied", it should be understood that the main focus of these models is to provide results that allow quantitative
analysis of policy and economic problems across countries, sectors or regions. To that end, this framework needs data
that are obtained, in essence, in the input-output matrices of the Brazilian economy over the years. These matrices are
constructed based on the data disclosed through the IBGE national accounts.

Considering that one of the main contributions of this methodology is to consider the parts of an economic system
(sectors, regions, families, governments, etc.) as components of an interdependent system that allows analyzing the
policy effects and shocks of sector / region for the other sectors / regions of the country.

The regional cut that is intended to be used in the study divides the Brazilian economy into 27 regions (the 26 states of
the federation, besides the Federal District) that produce, consume and commercialize goods produced by 68 sectors.
Among these goods, we intend to analyze the effect of climate change on the productivity of six of the country's main
agricultural crops: sugarcane, soybean, maize, beans, coffee and orange. This effect can be analyzed in an isolated way,
that is, considering only one agricultural commodity, or in a global way, when considering the effect of climate changes
on the productivity of all agricultural goods at the same time.

Thus, each region has a representative consumer and investor, as well as state and federal government structures. All
regions can trade among themselves, in addition to being able to import and export their production to an external sector
(under a certain exchange rate). The scope of this class of models allows us to capture the effect of the change in
agricultural productivity on a series of economic variables. Of particular note are: production, prices, welfare,
employment, wages, household and government consumption, import and export volume, among others. It is worth
mentioning that the effect on these variables can be analyzed both from a national and a regional point of view. It is
possible to observe, for example, the effect of a change in the productivity of sugarcane cultivation in a given state on the
level of wages in another.

From the point of view of production, each industry is able to produce a particular good using a composite good
specification that considers each good to be manufactured by using a fixed combination of primary factors and
intermediate goods. The factors used are, in general, capital, labor and land which, in turn, combine by means of a function
of elasticity constant substitution to form the compound of primary goods. The intermediate inputs, which may have
domestic and foreign origin, also combine with a constant substitution elasticity function to form the compound of
intermediate inputs. Finally, intermediate inputs and primary factors combine through a Leontief function to generate
firm output.

The model uses the structure proposed by Haddad (1999). The construction of the database required for its calibration
is done through the top-down approach, which uses national results to create an interregional input-output system
capable of generating a snapshot of the Brazilian economy at a given point in time#%. The model in question was calibrated
for the year 2011 and assumes that the tax structure and national tariffs can be replicated for all regions of Brazil in the
same year.

The data used for the calibration of this model are essentially derived from the IBGE national accounts system and are
constructed from a system of interregional input-output matrices. As is usual in this class of models, the number of
unknown parameters exceeds the number of equations required to identify them. In this way, the short-term and long-
term closure approach is used, which allows the variation of some model variables to be locked in order to allow it to
become exactly identified.

From the regional point of view, the reduction of agricultural productivity in a region ends, ceteris paribus, increasing
the relative productivity of agriculture in other regions. This tends to cause the agricultural production of the affected
state to migrate to other parts of the country, generating an increase in the level of activity of the other states and
increasing the availability of factors of production within the affected locality. The excess supply of factors in this region
will tend to cause a decrease in the remuneration of these factors and consequent decrease in the price level of the region.
The net effect on the price level is unknown and can be measured after the necessary simulations have been carried out
on short and long-term horizons. The aim of this study is to estimate the effect that the projected climatic changes in the
coming years can have on agricultural productivity and, from such changes in productivity, to analyze the potential effect
on the economy of the different sectors and states of Brazil.

4 DATA
“It is a capital mistake to theorize before one has data. Insensibly one begins to twist facts to suit theories, instead of
theories to suit facts.”

Sherlock Holmes
A Scandal in Bohemia

In order to implement the strategy described in section 3, the most recent data available on agricultural production,
temperature, precipitation, and the most recent climate projections available in the IPCC's 5th Assessment Report were

40 For more details, see Haddad, Gongalves Jtinior and Nascimento (2017).
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collected. In addition, a portrayal of the regional input-output system used for the general computable equilibrium model
used will be performed. The description of this data will be detailed in this chapter.

4.1 Agricultural Data

The data on production, value produced, average yield, planted area, proportion of total production and proportion of
the total agricultural area are provided through the Municipal Agricultural Production (PAM) survey, made available by
IBGE. Data were collected between 1994 and 2015 for all Brazilian municipalities. Six of the main agricultural crops of
Brazil were chosen: soybean, sugarcane, maize)\, coffee, beans and orange.

Table 1 - Representativeness of Cultures Selected in Terms of Produced Value.

Year 2010 2011 2012 2013 2014 2015 Average
Soybean 24.21% 25.77% 24.74% 29.65% 33.58% 34.15% 28.68%
Sugarcane 18.36% 20.06% 19.83% 18.47% 16.76% 16.49% 18.33%
Maize 9.85% 11.37% 13.15% 11.50% 10.35% 11.25% 11.24%
Bean 3.21% 2.63% 3.05% 2.99% 2.06% 2.28% 2.70%
Coffee 7.51% 8.30% 8.19% 5.51% 6.24% 6.00% 6.96%
Orange 3.99% 3.35% 2.25% 2.05% 2.20% 2.15% 2.67%
TOTAL 67.13% 71.49% 71.22% 70.18% 71.19% 72.32% 70.59%

The criterion used to choose these crops sought to cover several dimensions of national agricultural production: crops
most representative in terms of value produced (soybean and sugarcane); most representative crops in the agricultural
GDP of the municipalities of most regions (maize and beans), crops in which Brazil has a dominant position in world
production (coffee and orange). In addition, we tried to merge the analysis of temporary crops (soybean, sugarcane, corn
and beans) and permanent cultivation (coffee and orange). Table 1 shows the representativeness of these crops in the
value produced by Brazilian agriculture between 2010 and 2015.

Among these, soybean stands out both in terms of value produced (almost 30% of the total produced by Brazilian
agriculture between 2010 and 2015) and planted area (38% of the total arable land of Brazil in the Period). Next came
sugarcane (18.3% of the value produced and 13.8% of the total area), corn (11.2% of the total of agriculture and 20.8%
of the plant area). Coffee, Beans and Orange, together represented 12.3% of the Brazilian agricultural GDP and 8.8% of
the total planted area in the country. Together, these crops accounted for 70.6% of the total value produced and 81.36%
of the area planted by the agricultural sector of Brazil between 2010 and 2015.

Table 2 - Representativeness of Cultures Selected in Terms of Planted Area.

Year 2010 2011 2012 2013 2014 2015 Average
Soybean 35.70% | 35.26% 36.26% 38.58% 39.76% 41.93% 37.92%
Sugarcane 14.02% 14.11% 14.09% 14.11% 13.71% 13.25% 13.88%
Maize 19.83% 19.96% 21.77% 21.69% 20.78% 20.63% 20.78%
Bean 5.59% 5.73% 4.60% 4.20% 4.46% 4.07% 4.78%
Coffee 3.31% 3.15% 3.07% 2.89% 2.63% 2.59% 2.94%
Orange 1.30% 1.20% 1.10% 0.99% 0.90% 0.89% 1.07%
TOTAL 79.75% | 79.42% 80.90% 82.47% 82.25% 83.36% 81.36%

To avoid possible distortions, all data described below will be presented as municipal averages between the years 2010
and 2015. Table 16 in the appendix also shows the representativeness of each crop added by state*!

4.1.1 - Soybean

Soybean is the main agricultural commodity in Brazil reaching, in 2015, almost R$ 105 billion of production value at
market prices in the country. Brazil is the world's second largest producer of grain, responsible for about one-third of all
Soybean produced on the planet. The production of the crop - in terms of value - is concentrated mainly in the Midwest,
responsible for almost 45% of the total produced in the country. Soon after, comes the South region, responsible for about
37%.

Table 3 - Soybean Importance (in terms of produced value) in Brazilian Regions.

Region/Year 2010 2011 2012 2013 2014 2015 Average
North 2.68% 2.73% 3.82% 3.27% 3.92% 4.02% 3.41%
Northeast 8.10% 8.38% 9.59% 6.38% 7.42% 8.89% 8.13%
Southeast 7.03% 6.05% 7.80% 6.70% 6.12% 6.53% 6.70%
South 39.38% 39.60% 29.89% 40.06% 37.10% 37.67% 37.28%
Midwest 42.80% 43.25% 48.90% 43.58% 45.44% 42.89% 44.48%

The maximum yield of the crop occurs when the accumulated precipitation throughout its productive cycle is between
450mm to 800mm and average temperature during the day around 302C (EMBRAPA). The vegetative growth of the crop
is almost null when the average temperature during the day is less than 102C and the growth rate is highly impaired
under temperatures above 402C. Such conditions are aggravated under the occurrence of water deficits.

41 This will be important, since the computable general equilibrium model that will be used will be on the state level, so that aggregating the municipal
data for the states will become necessary later.
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With this, the culture has different periods of planting and harvesting throughout the Brazilian regions. In the Midwest
and Northeast, the planting period runs from October to January and in the South and Southeast regions this period runs
from September to January. The harvest season goes from January to May in the South, Southeast and Midwest and from
February to May in the Northeast.

4.1.2 - Sugarcane

Sugarcane is considered a semi-temporary planting crop, since after planting it is cut several times before being
replanted. Its productive cycle is, on average, six years (or five cuts). Brazil is currently the world’s largest producer of
sugarcane, accounting for about 30% of the total area devoted to the cultivation of the product around the world (FAO,
2008).

Table 4 - Sugarcane Importance (in terms of produced value) in Brazilian Regions.

Region/Year 2010 2011 2012 2013 2014 2015 Average
North 0.66% 0.90% 0.87% 1.20% 1.10% 0.81% 0.92%
Northeast 14.27% 12.54% 10.64% 10.30% 12.90% 10.20% 11.81%
Southeast 65.26% 66.12% 66.37% 63.86% 61.17% 61.99% 64.13%
South 6.88% 5.97% 6.45% 6.32% 6.35% 6.31% 6.38%
Midwest 12.92% 14.48% 15.67% 18.32% 18.48% 20.70% 16.76%

Most of Brazil’s sugarcane production is concentrated in the southeastern region, responsible for about 64% of the
national production. Next comes the Midwest and the Northeast, responsible for 16.76% and 11.8%, respectively.

The crop lacks specific climatic conditions for its development. The ideal temperature for budding of the canes varies
from 322C to 389C. Ideal temperature conditions during the day should range from 22°C to 30°C during the plant growth
period. Temperatures below 202C tend to hinder their development.

Thus, the crop presents two distinct planting and harvesting regimes in the Brazilian regions: planting from October to
March (December) in the Southeast (Center-West) and from November to January in the Northeast. Harvest from April
to September (December) in the Southeast (Midwest) and September to April in the Northeast.

4.1.3 - Maize
The United States Department of Agriculture estimates that in 2017, Brazil was the 34 largest producer of corn in the
world (behind the US and China) producing about 95 thousand tons of grain in the same year.

Maize is one of the crops studied that shows the greatest regional spread in productive terms. The South and Center-
West regions are each responsible for about one-third of the total produced in Brazil between 2010 and 2015. The
Southeast has about 19% of this total. The plant, native to Central America and cultivated since pre-Columbian
civilizations, is usually planted during the rainy season. Like sugarcane, it is considered a rainfed crop since it only
requires water from the rain, while the precise determination of the dry season is fundamental for its good cultivation
over time.

The maximum productivity of the crop occurs with average water consumption of about 500mm and 800mm during the
growing season and lacks a minimum consumption of 350mm to develop without the need for irrigation.

In terms of temperature, the ideal is that the average during the day varies between 252C and 302C and average
temperatures below 102C and above 402C cause considerable delay in germination (making the beans unusable).

Due to the great diversity of the climatic system of the Brazilian regions, the plant is cultivated in different periods in the
country: it is usually planted between August and December in the South and North regions of the country and between
October and December in the Southeast, Northeast and Central West regions. The harvest period also varies, going from
December to June in the South, January to June in the North and from February to June in the Southeast, Northeast and
Midwest.

Table 5 - Maize Importance (in terms of produced value) in Brazilian Regions.

Region/Year 2010 2011 2012 2013 2014 2015 Average
North 3.49% 2.96% 2.86% 2.72% 3.10% 3.62% 3.13%
Northeast 10.01% 10.61% 6.99% 8.23% 10.94% 8.73% 9.25%
Southeast 23.44% 19.56% 18.32% 18.10% 17.69% 16.52% 18.94%
South 40.32% 38.09% 34.50% 35.87% 34.06% 30.04% 35.48%
Midwest 22.73% 28.78% 37.33% 35.08% 34.20% 41.08% 33.20%

4.1.4 - Coffee

The coffee culture, although quite representative in Brazilian history for its commercial importance until the 1930s,
currently accounts for only about 4.7% of the value produced by national agriculture. Still, according to the International
Coffee Organization (ICO), the country accounted for just under a third of world production in 2017.

The production is mainly in the southeastern region of Brazil, responsible for about 88% of all national production.
Because it is a permanent crop, its planting time is quite variant, but it is estimated that after planting it takes between
two and three years for the plant to begin to generate grains. The coffee plant has a bi-annual production cycle: in one
year it produces enough and the following year it generates a smaller quantity of grains.




Proceedings | 12" World Congress of the RSAI | ISBN 978-989-54216-0-2

In Brazil two species are cultivated: 100rabica and robusta. The first one lacks the average ideal temperature between
192C and 22°C during the germination period. This species is, however, quite sensitive to frost having growth inhibition
at temperatures below 10 ° C. Arabica coffee is also a plant more susceptible to pest proliferation and risk of infection
with average temperatures above 222C. The robust coffee, in turn, is more resistant to high temperatures and diseases.
It is well adapted in regions with average temperatures between 222C and 262C.

Table 6 - Coffee Importance (in terms of produced value) in Brazilian Regions.

Region/Year 2010 2011 2012 2013 2014 2015 Average
North 3.16% 1.91% 1.99% 2.11% 1.94% 1.91% 2.17%
Northeast 5.00% 5.30% 4.23% 5.48% 5.94% 6.93% 5.48%
Southeast 85.95% 87.35% 89.34% 88.19% 90.06% 87.24% 88.02%
South 4.94% 4.76% 3.63% 3.32% 1.36% 3.14% 3.53%
Midwest 0.95% 0.68% 0.81% 0.90% 0.70% 0.77% 0.80%

Both species react well to periods of drought not exceeding 3 months and the plant is better adapted to regions that have
a uniform annual rainfall regime that accumulate between 1500mm and 1900mm of precipitation per year. Irregular
rains can deform the flowering of the coffee tree, causing uneven maturity in its fruits. Its harvest period goes from May
to August in the Southeast, and from May to November in the South.

4.1.5 - Bean

Beans are considered the main subsistence culture of Brazil. For this reason, it is the crop with the most homogeneous
production along the Brazilian regions: the South region leads with 29.6% of the total national production, followed by
the Southeast (28.2%), Central West (19.7%), Northeast (19%) and North (3.4%).

Table 7 - Bean Importance (in terms of produced value) in Brazilian Regions.

Region/Year 2010 2011 2012 2013 2014 2015 Average
North 3.86% 4.02% 3.97% 3.03% 3.26% 2.19% 3.39%

Northeast 23.10% 27.28% 10.91% 14.46% 19.89% 18.59% 19.04%
Southeast 28.22% 26.30% 34.70% 30.27% 22.56% 27.49% 28.26%
South 25.97% 25.00% 28.01% 32.27% 35.54% 30.91% 29.62%
Midwest 18.85% 17.39% 22.40% 19.97% 18.75% 20.81% 19.70%

The main species cultivated in Brazil is Phaseolus, which has numerous varieties of colors and flavors. The plant lacks
average temperature during the day ranging from 182C to 242C and during the night from 15°C to 212C. Under
temperatures above 35 ° C, there is practically no growth of their pods.

During its productive cycle, the crop needs about 300mm to 400mm of well-distributed rainfall throughout its
germination period. In the South region the planting period goes from August to December and the harvest period from
October to March. In the Southeast, Midwest and Northeast, its planting period varies from October to December and the
harvest is from January to April.

4.1.6 - Orange

Orange is the permanent culture in which Brazil is most representative on the world stage. The US Department of
Agriculture estimates that in 2016 the country produced about 19.2 thousand tons of the fruit, more than 3 times that
China (second place, with 6.2 thousand tons) produced in the same period.

Because it is a kind of permanent crop, its production tends to be more concentrated regionally. The Southeast was
responsible for more than 3/4 of all national production between 2010 and 2015. Its production is concentrated mainly
in the State of Sdo Paulo and West of Minas Gerais.

Orange is a fruit of the genus citrus, which lacks annual rainfall average between 1800mm and 2400mm, with a minimum
of 1200mm per year. Any deficits in these values can be remedied by means of irrigation water.

Table 8 - Orange Importance (in terms of produced value) in Brazilian Regions.
Region/Year 2010 2011 2012 2013 2014 2015 Average
North 1.73% 2.24% 4.12% 4.65% 4.18% 5.46% 3.73%
Northeast 8.89% 7.80% 10.88% 11.46% 9.81% 9.77% 9.77%
Southeast 81.68% 81.71% 72.97% 71.15% 74.89% 73.33% 75.95%
South 6.65% 7.27% 10.69% 11.37% 9.76% 10.06% 9.30%
Midwest 1.05% 0.97% 1.35% 1.38% 1.36% 1.39% 1.25%

4.2 Climate Data

The climate data, in turn, come from the National Institute of Meteorology (INMET) which provides on its website
historical climate data from its 265 stations throughout Brazil. For the study in question, monthly observations of
cumulative precipitation and average compensated temperature? were collected between January 1994 and December
2015. Such data are spatially interpolated in order to create municipal average precipitation and temperature

42 According to INMET, the mean compensated temperature of a meteorological station is one that, within a one-day period, calculates a weighted
average of the maximum (weight 1), minimum (weight 1), noon (weight 1) and of midnight (weight 2) within the 24-hour period.
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measurements throughout all months between 1994 and 2016. This interpolation aims to create an annual panel with
climatic information of each of the 5563 Brazilian municipalities between 1994 and 2015. Thus, each of the analyzed
years will have information of average temperature compensated and cumulative precipitation in all its months.
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Figure 17 - INMET Meterological Stations.
Figure 2 shows the spatial distribution of all meteorological stations that had data available in the analyzed period*3.
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Figure 18 - Cumulative Precipitation - Annual Average (1994 - 2015).

Figure 3 shows the average annual precipitation pattern of Brazil between 1994 and 2015. Its analysis shows the different
microclimatic patterns in Brazil: quite humid in the South and North of the country, quite dry in the northeastern semi-
arid region and intermediate in the rest of the central- southern Brazil.

Figure 4 shows the average compensated temperature differentials across Brazil. Their analysis is straightforward: the
north-central part of Brazil with higher average temperatures (over 26°C averaged over the year), the South with
subtropical temperatures (below 19 ° C on average over the year), and the Southeast with median temperatures (between
202C and 232C throughout the year).

4.3 Climate Projections

As described in section 3.2, the climate models used to generate the impacts of climate change on agricultural productivity
in Brazilian municipalities are based on the IPCC’s 5t Assessment Report. More specifically, the data provided by the
National Center for Atmospheric Research (NCAR) climate model, which provides monthly projections for numerous

43 With the exception of the state of Ronddnia - the only state that does not have any meteorological station - all the units of the federation are covered
by at least 3 meteorological stations well scattered throughout their territories. For this reason, the state of Rondénia was removed from all
econometric analyzes. This decision is based on the absence of historical climatic information for the state, and considering that Rondénia was
responsible for only 0.78% of all national agricultural production between 2010 and 2015.
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atmospheric and climatic parameters for the various regions of the globe, were used. The data collected relate to the most
recent outputs of the latest model developed by NCAR (CCSM-4) and are on a global scale**.

In the field of climate change, emission scenarios are used to explore the extent to which humans can contribute to climate
change given a series of uncertainties in factors such as growth and economic development, population, and the creation
of new technologies. Scenarios have been used for a long time by planners and decision makers to analyze situations that
have uncertain outcomes.
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Figure 19 - Compensated Temperature - Annual Average (1994 - 2015).

Projections and scenarios of future social and environmental conditions may take into account different states of nature
on the planet: for example, states in which the world is poorer and scenarios in which it is richer. The purpose of using
scenarios is not to predict the future but to explore the scientific and socioeconomic implications under different
plausible future situations. In developing the AR5, scientists have developed a new framework for creating and using
scenarios in the context of climate change.

For the study in question, monthly temperature and precipitation projections were collected from January 2020 to
December 2100. In addition, the scenarios RCP 2.6 and RCP 8.5 are considered to perform the work analyzes. It is worth
remembering that the first is a scenario built on the premise that the concentration of greenhouse gases in the Earth’s
atmosphere will reach its peak in the middle of the century and, from there, begin to decline. It is called the low-emission
scenario and was developed by the PBL Environmental Assessment Agency of the Netherlands and considers that
ambitious targets for greenhouse gas emissions will be put into practice over time. Its main premises are:

e Decrease in oil use.

e Population of 9 billion people around 2100.

e Considerable growth in the use of energy generated from biomass.
e Emission reduction around 40%.

e Current CO2 emissions remain constant at the current level by 2020 and begin to decline thereafter,
becoming negative as of 2100.

e The CO2 concentration in the atmosphere peaked in 2050, showing a slight decline by 2100.

RCP 8.5, on the other hand, assumes that the concentration of these gases increases continuously throughout the century.
It is called a high-emission scenario and is consistent with a future in which no emissions reduction policy is in vogue in
the world. It was developed by the Insitute of Applied Analysis of Austria and has as premises:

e (CO2 emissions three times higher than current levels by 2100.

e Rapid growth of methane emissions.

e Anincreasing increase in land use for agriculture that is driven by strong population growth.
e  World population of 12 billion people by 2100.

e Alowrate of technology growth.

o High resilience of the use of fossil fuels.

44 Data provided by NCAR on the global scale use Gaussian quadrature to generate its estimates and provide data for equally spaced points by 1.25°
longitude and 0.94° latitude. On average this corresponds to a resolution of 105km. To transform such projections on a global scale to the municipal
scale, we used the same spatial interpolation method described in the previous section.
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e No implementation of mitigation policies.

For this reason, each scenario leads to distinct temperature and precipitation trajectories throughout the century
(including between Brazilian regions). The data used relate to the average of the 9 ensemble members of the model in
question.

Figure 5 shows the average projections of annual precipitation anomalies*® in Brazilian regions under RCP 2.6. Because
it is a more conservative scenario, its results are more discrete and homogeneous over time. In essence, the tendency to
decrease precipitation in the Brazilian mid-north (in the order of 10%) and a discrete increase in the southern end of the
country (about 5%) stands out.

RCP 8.5, on the other hand, is much more dramatic. Figure 6 shows such projections until the end of the century. Their
analysis allows to infer that, in addition to being more intense, the predicted precipitation anomaly is much more volatile
in time. In the decades of 2020-2040, the average precipitation fall in Brazil is of the order of 5%, whereas at the end of
the century this fall is 3 times greater. Nevertheless, the scenario predicts a worsening of the drought in the northeastern
semi-arid region (a stylized fact widely accepted in the scientific community about the desertification of the Brazilian
semi-arid), with a mean rainfall of up to 35%. The South of the country, in turn, will face more intense rainfall regimes,
reaching an average rainfall increase of 15% at the end of the century.
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Figure 20 - Annual Precipitation Anomaly - RCP 2.6.

45 Climatic anomaly is described in the literature as the percentage difference between the value that a given climatic variable assumes under a given
scenario and a historical average of that same variable. For this study, all temperature and precipitation anomalies are calculated on the basis of the
averages of the period 1960-2000.




Proceedings | 12" World Congress of the RSAI | ISBN 978-989-54216-0-2

In terms of temperature, the predicted by all scenarios is that of its increase during the century, but with different
magnitudes and speeds depending on the scenario analyzed. Figure 6 denotes the mean annual temperature anomaly
projections over the century under RCP 2.6. This scenario predicts a median increase of 4% (around 0.9 ° C) by the end
of the century, with the South of the country being the most affected region. The figure also denotes a curious fact of this
scenario: the reversal of the warming process in the states of Mato Grosso and Mato Grosso do Sul between the decades
of 2040 and 2100.
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Figure 21 - Annual Precipitation Anomaly - RCP 8.5.

Under RCP 8.5, however, the changes are more intense (Figure 8). While at the beginning of the century the projected
average warming is around 5% (1 ° C), by the end of the century this increase is about 17% (or 3.8 ° C), reaching 25% in

the municipalities of the South.
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Figure 22 - Annual Temperature Anomaly - RCP 2.6.
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Figure 23 - Annual Temperature Anomaly - RCP 8.5.

4.4 Computable General Equilibrium

The B-MARIA 27 is a computable general equilibrium model calibrated for the Brazilian economy in the year 2011. Its
functional structure tries to capture the interdependence relations of the sectors and regions of Brazil and can be
understood as a photograph of the Brazilian economy that year. The model is structurally divided into 27 regions (the
states of the federation plus the federal district) and is composed of 68 sectors. The construction of its database makes
use of the top-down approach, which uses national aggregated results to disaggregate information in the regional
dimension.

In essence, the model has a representative consumer and investor by region, regional and federal government structure,
and a single external sector that can be marketed to any domestic region. The model is calibrated for 2011 and assumes
that the tax structure and national tariffs can be replicated for all regions of Brazil that same year.

From the point of view of production, each sector is able to produce a particular product using the composite good
specification that considers that each good is manufactured using fixed combination of primary factors and intermediate
goods. The factors used in B-MARIA are Capital, Land and Labor which, in turn, combine by means of a function of
elasticity constant substitution to form the compound of primary goods. The intermediate inputs, which may have
domestic and foreign origin, also combine with a constant substitution elasticity function to form the compound of
intermediate inputs. Finally, intermediate inputs and primary factors combine through a Leontief function to generate
firm output.

As is usual in this class of models, the unknown number of parameters exceeds the number of equations to identify them.
Thus, it is necessary to use the short and long-term closure approaches that allow the variation of some variables of the
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model to be locked in order to allow it to become exactly identified. The short and long-term closure structure of the
model is analogous to that used in the usual computable general equilibrium models: real wages and capital stock are
considered exogenous in the short term and endogenous in the long run. Employment and return on capital are
endogenous in the short run and exogenous in the long run. In addition, the model has a migration module, which allows
capturing the effect of different exogenous shocks in the economy for the migration of people between the regions of the
model. However, such migration is only possible in the long term.
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Figure 24 - State Participation in the Brazilian GDP - 2011.

Figure 9 shows part of this relation, indicating the proportion of the Gross Regional Product (PRB) of the Brazilian states
in relation to the GDP of the country in 2011. The image shows the vast regional heterogeneity in the productive structure
of Brazil, besides the preponderance of the axis South-Southeast in the Brazilian economy. In this sense, Sdo Paulo
accounted for about 35% of national production in 2011, while Acre accounted for only 0.16% of all that was produced
in Brazil in the same year.
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Figure 25 - State Participation in Brazilian Agricultural GDP - 2011.

Figure 10, in turn, shows the relative importance of each Brazilian state in the formation of the GDP of the country’s
agricultural sector. Here again, there is a regional heterogeneity in the productive structure of the country, but with a
similar pattern in the concentration between the Brazilian regions, with an increase in the importance of the Central-
West region. Again, Sdo Paulo stands out, being responsible for about 16% of national agricultural production in 2011,
followed by Minas Gerais, Parana and Mato Grosso, responsible for 12.5%. 11.6% and 11.1%, respectively. At the other
end, the states with the lowest relative importance in the national agricultural production are Rondonia, Acre, Roraima
and Amap4, responsible for 0.35%, 0.24%, 0.05% and 0.04% respectively.
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Finally, figure 11 shows the relative importance of the agricultural sector in the GDP of the states. Here again, the regional
heterogeneity of such a measure is shown throughout the Brazilian regions. In this sense, the state of Mato Grosso is the
one that depends most on agriculture in its productive structure (almost 18% of Mato Grosso’s production in 2011 came
from agriculture), followed by Alagoas (9.44%), Mato Grosso of the South (8.95%) and Tocantins (6.5%). In the other
direction, Rio de Janeiro, Federal District, Amapa and Roraima are the least dependent less on agriculture for the
composition of their GDP in 2011 (with 0.18%, 0.36%, 0.63% and 1, 14%, respectively).
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Figure 26 — Agricultural Sector Participation in the GDP of the States - 2011.

5. RESULTS

“Their cumulative effect is certainly considerable, and yet each one of them is quite possible in itself.”
Sherlock Holmes and Dr. Watson.
The Adventure of Abbey Grange

This chapter is divided into 5 subsections. The first presents the estimates of the econometric model described in section
2.1. The second uses such results to - with the help of the climatic projections described in section 3.3 - generate the
projections of impact on the productivity of the crops studied. The third subsection presents the projections of direct
impact that climate change will cause in the agricultural sector of the Brazilian states. The fourth subsection describes
indirect impacts from the CGE model and the last subsection proposes a methodology to address the uncertainty problem
explicitly.

5.1 Econometric Model

We now estimate equation (2) using the variation of climatic Anomalies for the Brazilian municipalities as an explanatory
variable to the productivity differentials of the studied crops. The vector W,;; contains the available variables related to
the municipal climatic conditions: compensated average temperature anomaly and cumulative precipitation anomaly in
the month. For each year considered (1994 to 2015), monthly anomalies (January to December) were used as control
variables. Following Mendelsohn et. Al. (1994), the quadratic specification for such anomaly variables was used in order
to capture any non-linearities in the relationship between climate and productivity.

Thus, a municipal panel of 21 years was constructed for each of the six cultures studied. Equation 2 was thus estimated
six times considering a series of specifications. For the purposes of this study, the final specification used follows
Deschénes and Greenstone (2007), who use a panel of municipal fixed effects for their estimates. Thus, fixed effects of
municipality were used in order to capture all the unobservable factors specific to each municipality that do not vary
over time. Another possibility would be to include a fixed temporal effect that controls all the annual productivity
differentials that are common to all municipalities. However, in the final specification, fixed state-year effects were used
instead of fixed year effects to control for annual productivity differentials that are common to all municipalities within
the same state. This, besides controlling for an important unobservable factor in determining municipal agricultural
productivity (prices), the model identifies the parameter of interest 6 by means of climatic anomalies observed in
municipalities over time after controlling for shocks common to all municipalities within of a state46. Control variables

46 Deschénes and Greenstone (2007) argue that such variation tends to be orthogonal to the unobservable determinants of agricultural production,
providing a potential solution to alleviate the problem of bias of variable omitted.
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(described in appendix 8.2) were also used, and all estimates used clusters at the state level and were weighted by the
square root of the area planted in each crop#’. The results for each culture studied are presented in the appendix.

5.2 Impact Projection

With the estimates in hand, it is possible to combine them with the projections described in section 3.3 to generate
predictions of impact on the productivity of the analyzed crops. The analysis of such impacts on crops reflects, to a large
extent, the behavior of the climate scenarios considered and described in section 3.3: they present similar trajectories
until the middle of the century but depart from 2050 with a deep aggravation under the scenario RCP 8.5 and a nearly
constant path in RCP 2.6. In this way, all cultures will have different trajectories depending on the scenario considered.

Under RCP 2.6 the projected rates of change in productivity are nearly constant around zero in all crops. However, under
RCP 8.5, the worsening of productive losses is evident in all crops studied. Beans, corn and soybeans show less significant
annual losses, culminating in an annual production loss of approximately 16%, 22% and 30% at the end of the century,
respectively. Sugarcane, Orange and Coffee, on the other hand, presented more severe loss trajectories in the house of
33%, 34% and 50%, respectively, until the end of the century.

Figures 12 to 17 show the predicted variations for the productivity of each of the crops studied between 2020 and 2100
for the two scenarios analyzed*s. In addition, consider the possibility of increasing their productivity through some kind
of technical progress. To this end, each culture has an annual rate of specific technical progress accumulated over time.
To estimate this rate, the average growth of the average yield of each crop in Brazil was used. Table 9 computes these
averages for a series of periods from the data provided by PAM.

Table 9- Average Growth of the Productivity of the Cultures Analyzed.

Culture/Period 1974-2016 1990-2016 2000 -2016 2011-2016
Sugarcane 1.20% 0.75% 0.62% 0.41%
Soybean 2.37% 1.94% 1.67% 0.15%
Maize 3.21% 3.46% 3.43% 0.54%
Bean 2.11% 3.27% 2.52% 1.69%
Coffee 3.94% 2.98% 1.55% 2.29%
Orange -0.20% -1.09% 1.71% 1.95%

For the figures below, it was considered that between 2020 and 2100 each of the crops studied will have annual technical
progress rate referring to the values of the period 2011-2016.

Projection of Vanation in Productivity of Sugarcane (%)

Trajectories {With 95% Confidence Interval)
— RCP 26
— RCPBS

Change in Average Preductivity of Sugarcane
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Figure 27 - Projection of Sugarcane Productivity Trajectory.
Sugarcane has a predicted productivity decrease in both scenarios. As is to be expected, however, RCP 8.5 leads to more
drastic drops in average productivity, and from the 2070s onwards, sugarcane productivity would have more
dramatically, even with the annual productivity growth rate of 0.41%.

47 Again, Deschénes and Greenstone (2007) argue that there are two main reasons for using weights in this context: the first is that the estimates of
production and value produced tend to be more accurate in relation to cities that have a small operation of the crop in question. In addition, such
weights correct for heteroskedasticity associated with differences in accuracy in such measures. Second, the weighted average of the dependent
variable is equal to the mean value of this variable at the national level.

48 It is worth remembering that such trajectories are constructed from the weighted average of the trajectories of each of the Brazilian municipalities.
The weight of each municipality for the calculation of this average is calculated considering the weight of the municipality in the total of the value
produced by it within the country in the respective crop (again, considering the average value produced between 2010 and 2015).
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Figure 28 - Projection of Soybean Productivity Trajectory.
Soybeans, on the other hand, have constante trajectory under RCP 2.6 with annual technical progress of 0.15% per year.

Under RCP 8.5, however, it is estimated that by the 1970s the average yield of soybeans in Brazil will start to fell more
intensly, with almost 50% of productivity loss by the last decade of the century.
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Figure 29 - Projection of Maize Productivity Trajectory.

Figure 12 shows the maize productivity variation trajectory. Again, under RCP 2.6 is expected an average variation
around zero, but in the RCP 8.5 scenario the loss in productivity might reach 25%.

Projection of Variation in Productivity of Bean (%)
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Figure 30 - Projection of Bean Productivity Trajectory.
Figures 13, 14 and 15 show a pretty similar pattern described above: not significant variation rates at RCP 2.6, and huge

losses under RCP 8.5. The difference about coffee, bean and orange is that, under the more pessimistic scenario, the
uncertainties are higher, leading to rates of productivity loss statistically non-different of zero.
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Figure 31 - Projection of the Productivity Trajectory of Coffee.
Projection of Variation in Productivity of Orange (%)
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Figure 32 - Projection of the Productivity Trajectory of Orange.

5.3 Direct Impacts of Climate Changes on Present Value
This section presents estimates of the direct economic impacts of projected climate change by the end of the century.
Table 304 in the appendix show the impacts of climate change described in section 5.2. Its total average impacts
correspond to losses of R$ 646.9 billion in current values (around 9.7% of Brazilian GDP 2017) under RCP 2.6 and R$ 3.7
trillion (around 55.6% of the Brazilian GDP 2017) under RCP 8.5.

The most significant losses are concentrated on domestic production of sugarcane (R$ 163.46 billion), beans (R$ 154.2
billion) and corn (R $ 148.8 billion) under RCP 2.6. Under RCP 8.5, the losses of maize (R$ 1.01 trillion), sugarcane (R $
975.6 billion) and soybean (840.8 billion) stand out. As a basis for comparison, the value of total agricultural production
in Brazil was R$ 317.5 billion in that year. Considering only the crops studied, this value was R$ 233.65 billion.

This implies that the direct losses due to the climatic changes in the six crops studied in this study are equivalent, in
present value, to accumulated losses of about 277% of the national agricultural production under RCP 2.6. Under RCP
8.5, such losses are equivalent to stopping the country's agriculture for more than 11 years.

Under the regional aspect, the states facing the most significant losses are Sdo Paulo, Minas Gerais and Paranj,
responsible for 20.8%, 16.4% and 13.7% of losses under RCP 2.6, respectively. Under RCP 8.5, Sdo Paulo's share of total
losses jumps to 27.8%, while Parana and Minas Gerais account for 14.1% and 13.4% of losses, respectively.

However, in order to assess the vulnerability of each state to these impacts, a vulnerability index was used that considers
the direct impact of climate change on the state s (DI) by the weight of the total agricultural GDP of that state

Thus, the greater the importance of agriculture within a given state, the greater its vulnerability to the direct effects of
climate change on its agriculture. Table 10 presents the state results under the two scenarios studied and indicates that,
under both scenarios studied, the state of Mato Grosso is the most vulnerable, followed by Mato Grosso do Sul, Minas
Gerais, Parana and Goias.

49 For calculations, discount rates of 0.1%, 1% and 3% were considered under the RCP 2.6 and 8.5 scenarios with specific technical progress. Table 30
shows only the estimates using the average discount rate (1,36% per year). All figures are in R$ 2018.
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In an economy without regional differentials of any order, one would expect such an index around one, so that the direct
impact of the state would be proportional to its importance within the national economy. However, Table 10 shows that,
at least in terms of vulnerability, the Brazilian economy is quite heterogeneous. The importance of the direct impact of
the importance of the national GDP is more than 5 times higher in the states of Mato Grosso and Mato Grosso do Sul in
both scenarios. On the other hand, such importance is more than 95% lower in states whose importance in the
agricultural sector is low (Amazonas, Amapa and Rio de Janeiro, for example).
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However, to assess the indirect impact that such direct losses will generate on the Brazilian economy, the next section
draws on the framework provided by the computable general equilibrium models.

Table 10 - - Vulnerability Index

Importance of RCP 2.6 RCP 8.5
State Agriculture in  State | GDP Di direct ] direct
Production irect Impact VI Direct Impact VI
AC 10,77% R$ 12,265.80 -R$ 215.26 0.51 -R$ 658.89 0.27
AL 10,61% R$ 48,201.94 -R$ 4,105.17 2.49 -R$ 24,393.42 2.59
AM 7,38% R$ 137,819.48 -R$  220.18 0.05 -R$ 1,008.60 0.04
AP 2,33% R$ 12,673.71 -R$ 7.71 0.02 -R$ 34.15 0.01
BA 7,94% R$ 315,834.63 -R$ 13,629.49 1.26 -R$ 49,167.30 0.80
CE 521% R$ 133,063.41 -R$  966.55 0.21 -R$ 3,818.74 0.15
DF 0,41% R$ 219,252.28 -R$ 816.47 0.11 -R$ 3,538.75 0.08
ES 3,44% R$ 156,574.39 -R$ 4,994.50 0.93 -R$ 21,540.29 0.70
GO 11,18% R$ 205,957.23 -R$ 21,438.27 3.04 -R$ 118,231.67 2.93
MA 10,80% R$ 77,134.38 -R$ 4,251.94 1.61 -R$ 19,963.57 1.32
MG 6,00% R$ 697,183.25 -R$ 41,755.13 1.75 -R$ 195,404.11 1.43
MS 17,73% R$ 93,872.65 -R$ 15,714.92 490 -R$ 95,490.25 5.20
MT 22,22% R$ 129,643.16 -R$ 26,336.47 5.94 -R$ 145,550.49 5.74
PA 11,53% R$ 146,040.06 -R$ 1,657.69 0.33 -R$  6,522.94 0.23
PB 4,34% R$ 52,831.37 -R$ 1,360.01 0.75 -R$  6,059.55 0.59
PE 3,74% R$ 165,684.55 -R$ 2,996.67 0.53 -R$ 14,281.11 0.44
PI 7,56% R$ 37,166.82 -R$ 2,157.74 1.70 -R$ 9,205.32 1.27
PR 9,50% R$ 482,612.22 -R$ 34,870.16 211 -R$ 205,638.30 2.18
R] 0,49% R$ 811,783.63 -R$  301.66 0.01 -R$ 2,391.28 0.02
RN 3,29% R$ 62,802.51 -R$  609.49 0.28 -R$ 2,870.81 0.23
RO 12,18% R$ 42,932.54 -R$ 1,295.80 0.88 -R$ 6,992.19 0.83
RR 4,22% R$ 9,496.90 -R$ 49.63 0.15 -R$ 199.71 0.11
RS 8,75% R$ 493,046.47 -R$ 11,846.85 0.70 -R$ 69,680.76 0.72
SC 6,08% R$ 289,487.03 -R$ 5,935.44 0.60 -R$ 29,456.76 0.52
SE 5,25% R$ 43,258.81 -R$ 1,217.95 0.82 -R$ 4,682.33 0.55
SP 1,81% R$ 2,531,333.50 -R$ 52,943.93 0.61 -R$ 405,490.98 0.82
TO 12,92% R$  27,330.17 -R$  2,565.20 | 274 ||-R$ 12,258.87 2.29

5.4 Indirect Impacts of Climate Changes

This section presents the results concerning the indirect economic impacts of the effect of climate change on the
productivity of the crops studied. For this, as described in section 4.4, it uses a computable general equilibrium model
applied to Brazil. Here again, we used a simulation strategy that considers the two climatic scenarios studied to build the
necessary productivity shocks in the B-MARIA functional structure.

Thus, in order to construct the necessary productivity shocks for the model, we considered the impact trajectories
described in section 5.2 (considering the rate of specific technical progress per crop). For this, the difference between the
current level of productivity>® of each crop and its projected productivity level in 2100 for each scenario. Thus, the
percentage difference in crop productivity h, in city i, between the present and the end of the century will be given by:

h h
prOdi,actual - prOdL,zwo

h
i,actual

Aprodl =

prod
Where prodi'factual represents the current level of productivity of culture h, in city i today and prodffzwo the projected
productivity level at the end of the century. However, since the B-MARIA model is built at the state level of disaggregation,
itis necessary to aggregate the municipal data appropriately. Thus, for each municipality i within a given state S, we have:

S0 All estimates consider the current productivity level to be the average productivity of each Brazilian municipality between 2011 and 2015. Once the
projected climatic projections begin in 2020, the 2011-2015 average is considered as the initial productivity level in 2020.
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Aprod!? = Z w]' x Aprod!

i€s
Where w" represents the weight of municipality i in the total that the state S produces from culture h. Finally, given that
the sectoral breakdown of the model considers only one large sector of agriculture (without product breakdown), the
weight of each crop h must be considered within the total produced by the agriculture of each state S:

shock? = pt « Aprod?

Where shock! is the productivity shock with respect to culture h in the state S and p? is the importance of crop h within
state S agriculture (described in table 16). Finally, consider H = {Cana, Soja, Milho, Feijio, Café, Laranja}. The state
productivity shock that will be introduced in the B-MARIA structure will be given by:

final_shockg = Z shock!
heH

Its analysis allows us to understand three different dimensions: first, the impact of the relationship between the projected
change in the climate and the productivity of each crop studied. Second, how important is this impact to the agricultural
sector of each state. Finally, to what extent do the scenarios differ in the two previous dimensions.

The sugarcane under RCP 2.6 presents vast heterogeneity in their shocks. Alagoas and Sdo Paulo are the main affected
states, with losses of 54.9% and 43.3%, respectively. Such magnitude is, to a large extent, influenced by the importance
of culture within the agricultural sector of each state (90% in Alagoas and 60.8% in Sdo Paulo). Under RCP 8.5 the regional
pattern is the same, with only one change in magnitude of shocks.

Soybean, in turn, is the culture that presents the biggest difference between the scenarios. The culture presents a
productivity gain situation under RCP 2.6 and loss under RCP 8.5. In the first case, such gain is driven by the high rate of
technical progress used for the crop at the confluence with a low impact of projected climate changes under this scenario.
In the second case, however, the more pronounced climate changes lead to more expressive productivity losses.

The corn, beans and coffee grains, because they are less representative crops within the states, have a less expressive
magnitude of shocks in both states. The major coffee losses in Minas Gerais (shock of 29.9% in RCP 2.6 and 28.6% in RCP
8.5) are noteworthy. Orange is the crop with the least impact in both scenarios largely because of its little importance
within the agricultural sector of all states.

In order to these shocks be introduced into the B-MARIA simulation structure, it was necessary to distribute them in a
homogeneous way over time. Such a transformation is necessary so that these can be simulated under the long-term
closure of the model, described below. In other words, it is assumed that such shocks are evenly distributed throughout
the century in periods of 5 in 5 years. Thus, table 11 presents the final shocks on each state that will be introduced in the
structure of the B-MARIA model in order to evaluate the indirect impacts of climate change on the Brazilian economy.
Their analysis is quite clear: on average, the impacts under RCP 8.5 are much more intense than in RCP 2.6.

To conduct simulations in the B-MARIA model, long-term closure will be used, which assumes that the level of real wages,
regional GDP and capital investment are endogenous while the level of employment and technology are exogenous. The
productivity shocks described in table 11 will be implemented in the model structure through the parameter alprim,
which refers to the factor of technological increase of the primary factors (capital, labor and land). In other words, the
introduction of productivity shocks into the functional structure of the model assumes that the primary factors of the
agricultural sector in each of the Brazilian regions will lose efficiency following the same magnitude described in the table
above.

Simulations will be conducted using the long-term closure. The choice of a particular closure reflects two different
dimensions: the first is associated with the idea of the time scale of the simulation, which is the period of time that is
necessary for the economic variables to adjust to a new equilibrium. The time scale hypothesis affects the way market
factors are modeled. For example, in a long run simulation the possibility of variation in the stock of fixed capital of the
economy is generally considered. The idea is that the capital stock takes some time5! to settle in the economy after some
exogenous shock.

The second dimension for choosing a particular closure concerns the needs of a particular simulation and the researcher's
view of the variables that the model does not explain. For example, B-MARIA says little or nothing about the effect of
climate change on agricultural productivity. Thus, by considering the productivity of the agricultural sector as something
exogenous to the model (and therefore not explained by it), it becomes possible to establish such a relation in a module
outside the model (section 5.2) and to use the framework provided by it measure the indirect effect that such a change
may have on the economic system.

In essence, the main differences between a short and long-term closure in the B-MARIA functional:
e C(Capital inventories can adjust freely to ensure fixed rates of return across sectors.

e The aggregate level of employment remains constant and what is adjusted are real wages. This is
consistent with the idea that, in the long term, both the labor force and the natural rate of unemployment
are determined by mechanisms exogenous to the model.

51 Horridge (2006) argues that to be considered short-term, a given simulation should generally consider the time horizon of 1 to 3 years.
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e Government and consumer spending move together to accommodate the constraint that the balance of
payments importance relative to GDP is constant. This idea is guided by the hypothesis that, in the long
term, the rest of the world may be reluctant to finance a growing deficit.

Moreover, the model also does not provide any mechanism to explain the absolute price level, which determines, in a
discretionary manner, what changes in the real exchange rate manifests or how changes in the domestic price level or
change in the nominal exchange rate. Labor supply is also determined exogenously in the model so that the average (real
or nominal) wage or the level of employment is exogenous depending on the closure (in the case of the long term, the
level of jobs considered exogenous). Finally, changes in the size and composition of the absorption level are also not
explained by the model. This implies that either one of the components of the absorption or the level of the trade balance
is considered to be considered exogenous in order to arrive at a balance in the model.

Table 11 - Final Shocks Among States.

State Total RCP 2.6 Total RCP 8.5 Difference
AC -0,006% -0,103% -0,098%
AL -5,029% -4,504% 0,525%
AM -0,392% -0,632% -0,240%
AP 0,228% -0,589% -0,817%
BA -0,493% -2,344% -1,851%
CE -2,151% -2,954% -0,804%
DF -0,629% -4,996% -4,367%
ES -0,425% -0,398% 0,026%
GO 1,164% -7,761% -8,925%
MA -0,029% -5,082% -5,053%
MG -3,190% -6,700% -3,510%
MS -1,264% -11,606% -10,342%
MT 0,257% -8,650% -8,907%
PA -0,137% -1,310% -1,174%
PB -2,044% -2,124% -0,080%
PE -2,403% -2,233% 0,170%
PI -0,138% -7,787% -7,649%
PR -0,023% -8,878% -8,855%
R] -0,445% -1,085% -0,640%
RN -1,096% -1,149% -0,052%
RO -2,020% -4,797% -2,777%
RR -0,427% -0,687% -0,260%
RS 0,409% -4,283% -4,691%
SC 0,003% -3,533% -3,536%
SE -3,649% -4,847% -1,198%
SP -4,530% -6,546% -2,017%
TO -0,859% -7,023% -6,164%

Finally, Table 12 presents the indirect economic impacts from the agricultural productivity shocks mentioned above for
each of the scenarios. As expected, the most dramatic impacts are under RCP 8.5. For the selected aggregate variables, it
is estimated that the impact under the worst case scenario is, on average, 7.4 times larger than the RCP 2.6 scenario.

Table 12 - Indirect Impacts on some Economic Aggregates (in percentage points).

Aggregate RCP 2.6 RCP 8.5 Difference
National Consumptiom -0.22403 -1.03464 -0.81062
National Investment -0.16377 -0.76967 -0.60589
Nominal Wage paid to Workers -0.21991 -0.99615 -0.77625
National Employment Level -0.00057 -0.01146 -0.01088
Equivalent Relative Variation -0.43459 -1.82902 -1.39443
Nominal GDP -0.18396 -0.85914 -0.67519
Real GDP -0.05499 -0.26783 -0.21284
Exports -0.02486 -0.27009 -0.24523
Imports -0.16738 -0.79966 -0.63228
Terms of Trade 0.01243 0.13528 0.12285

In terms of aggregate consumption and investment, the cumulative five-year variation is -0.22% and -0.16% under RCP
2.6 and -1.03% and -0.77% under RCP 8.5. In both aggregates, the impact under the second scenario is 4.6 times greater
than under the former. The nominal wage level of workers accumulates fall of -0,22% and -0,99% under RCP 2.6 and 8.5,
respectively.

Well-being, measured by the equivalent variation of income, fell by 0.43% and 1.82%, respectively. Among all the

analyzed aggregates, this is the one that presents the greatest divergence among the scenarios: the welfare loss under
RCP 8.5 becomes 20 times greater compared to RCP 2.6.
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In terms of production, the results point to real losses of 0.055% every five years (0.87% of GDP by the end of the century)
under RCP 2.6 and 0.26% (4.11% of GDP to the end century) under RCP 8.5. Finally, the drop in imports is about 6.7 times
larger than the drop in exports under RCP 2.6 and 3 times higher under RCP 8.5.

Table 13 shows the corresponding indirect impacts by state for consumption, number of people employed and regional
GDP. In terms of household consumption. Under RCP 2.6, Alagoas reigns with the highest losses, accumulating five-year
losses of 0.3%, 0.18% and 0.5% for consumption, employment and GDP, respectively. In terms of the number of people
employed, there is a relative balance in the sign of the effect between the regions.

Under RCP 8.5, finally, losses are more geographically dispersed in terms of GDP, especially the average five-year loss
rates of 1.29% in Mato Grosso and 1.21% in Alagoas.

Table 13 - Indirect Impacts Among Brazilian States (in percentage points).

Stat Family Consumption Employment State GDP
ate RCP 2.6 RCP 8.5 RCP 2.6 RCP 8.5 RCP 2.6 RCP 8.5

AC -0.076565 -0.36463 0.041374 0.1362 0.034944 -1.007384
AL -0.305117 -0.372929 -0.187502 0.127897 -0.500181 -1.214288
AM -0.070868 -0.298825 0.047022 0.202284 0.009153 -0.874859
AP -0.097875 -0.444129 0.02 0.05633 -0.006074 -0.941607
BA -0.084797 -0.369844 0.03312 0.130964 0.023355 -1.006608
CE -0.158125 -0.531866 -0.040339 -0.031788 -0.139434 -1.064214
DF -0.100759 -0.475324 0.017098 0.024992 -0.016773 -0.922589
ES -0.067289 -0.258174 0.05073 0.243114 0.035756 -0.832507
GO -0.063089 -0.554765 0.054811 -0.054775 0.127301 -1.143065
MA -0.063303 -0.398871 0.054596 0.101797 0.059472 -0.946661
MG -0.137173 -0.444188 -0.019363 0.056279 -0.156666 -0.959394
MS -0.098471 -0.501619 0.019388 -0.001378 -0.039808 -1.157154
MT -0.005713 -0.322009 0.179062 -1.290733
PA -0.008794 -0.070104 0.127005 -0.760605
PB -0.146388 -0.518565 -0.028577 -0.018438 -0.103621 -1.011689
PE -0.179498 -0.547608 -0.061738 -0.047603 -0.138814 -1.051433
PI -0.079813 -0.480286 0.038194 0.020032 0.042688 -1.076131
PR -0.119696 -0.635394 -0.001864 -0.135768 0.008465 -1.13539
R] -0.128007 -0.522426 -0.010186 -0.022315 -0.040038 -0.951108
RN -0.141935 -0.599182 -0.024122 -0.099433 -0.063976 -1.18799
RO -0.140088 -0.604868 -0.022279 -0.105121 -0.089725 -1.059716
RR -0.093343 -0.412871 0.02455 0.087728 -0.005862 -0.945334
RS -0.071967 -0.502215 0.045927 -0.001999 0.062598 -1.044263
SC -0.110844 -0.582369 0.006999 -0.082517 -0.01856 -1.037022
SE -0.17186 -0.537006 -0.054091 -0.036948 -0.195338 -1.072268
SP -0.145154 -0.637919 -0.027315 -0.138317 -0.116949 -1.061316
TO -0.100761 -0.518676 0.01713 -0.018533 -0.038223 -1.05669

Table 14 presents the second indirect vulnerability index (analogous to that described in the previous section) for the
Brazilian states. This index, which measures the relation between the weight of the indirect impact of the states in relation
to the weight of the state in terms of the agricultural GDP of the country, denotes the extreme vulnerability of Alagoas
under RCP 2.6 and the relative homogeneity of the states under RCP 8.5.

Table 14 - Indirect Vulnerability Index.

RCP 2.6 [ rCP 8.5
State Vlé'ndirect VISindirect
AC -0.63 0.98
AL 9.06 1.18
AM -0.17 0.85
AP 0.11 0.91
BA -0.42 0.98
CE 2.53 1.03
DF 0.30 0.90
ES -0.65 0.81
GO -2.31 1.11
MA -1.08 0.92
MG 2.84 0.93
MS 0.72 1.12
MT -3.95 1.25
PA -2.30 0.74
PB 1.88 0.98
PE 2.52 1.02
PI -0.77 1.05
PR -0.15 1.10
R] 0.73 0.92
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RN 1.16 1.15
RO 1.63 1.03
RR 0.11 0.92
RS -1.13 1.01
SC 0.34 1.01
SE 3.54 1.04
SP 2.12 1.03
TO 0.69 1.03

Finally, Table 30 in the appendix presents the direct, indirect and total impacts of climate change on Brazilian states
translated into 2018 values. Under RCP 2.6, the indirect negative impacts under the Brazilian economy from climate
change amount to R$ 95,4 billion while under RCP 8.5 such impacts add up to losses of R $ 1.78 trillion. In the most
optimistic scenario, Mato Grosso, Rio Grande do Sul, Goids and Para add indirect gains of R $ 24.1 billion, while Sdo Paulo,
Minas Gerais, Rio de Janeiro, Pernambuco and Alagoas accumulate losses of R $ 112.7 billion. Under RCP 8.5, indirect
losses are more extensive, with Sdo Paulo (R $ 624.5 billion), Rio de Janeiro (R $ 179.5 billion) and Minas Gerais (R $
155.5 billion) being the states that accumulate the greater losses.

Thus, it can be concluded that the indirect effects of climate change on the Brazilian economy represent 12.9% of the
total effect under RCP 2.6 and 32.5% under RCP 8.5. Finally, itis estimated that the total impacts on the Brazilian economy
from projected climate changes by the end of the century amount to R $ 742.3 billion (under RCP 2.6 and 5.48 trillion
(81.8% of GDP in 2017) under RCP 8.5.

However, all of the aforementioned impacts (direct and indirect) carry a series of uncertainties inherent in the
methodology used. Thus, the next section proposes methodology to deal with the degree of uncertainty about state
productivity shocks explicitly.

5.5 Dealing with Uncertanties

Stern (2006) argues that the science of climate changes, while reliable, deals with a number of uncertainties. One cannot
say with certainty when and where particular impact will occur. There are uncertainties that hamper the accurate
quantification of the economic impacts of climate change.

The econometric model used integrates two sources of uncertainty in the construction of its database. The first one
concerns the reliability of the agricultural database described in section 4.1. The second is related to the uncertainty
regarding information provided by INMET stations (section 4.2) and to possible friction and measurement errors in their
construction. The confluence of these two factors is still added to the uncertainty regarding the econometric model itself,
which produces not necessarily accurate estimates (Table 18 to Table 29).

In addition, the climate projections generated by the IPCC models themselves have their degree of uncertainty, as
described in section 4.3. Stern (2006) illustrate that such models reflect a cascade of uncertainties inherent in the
scenarios considered: political uncertainties, emission levels, global mitigation actions, population growth, technological
progress, among others. Although we have attempted to deal with some of these uncertainties in previous sections, a
broad set of climate model parameters make climate projections have a high level of intrinsic uncertainty.

Then comes the uncertainties related to the direct impact projections described in section 5.4. These involve, initially,
uncertainties regarding the intertemporal discount used to evaluate them, not to mention the hypotheses of constant
prices and maintenance of the pattern of the productive structure of the agricultural sector throughout the century,
implicit in the methodology used.

Concerning the construction of the productivity shocks of the CGE model, described in section 5.5, the uncertainties takes
into account both the projected productivity trajectories in both scenarios (Figure 12 to Figure 17) and the specific
technical progress rates of each culture.

Finally, the analysis of the indirect economic impacts of climate change, besides of accumulating all the uncertainties
mentioned above, involves a series of hypotheses about the regional and sectoral productive structure of the Brazilian
economy, represented by the interregional input-output system used to calibrate the B-MARIA52,

The confluence of all these uncertainties generates a well-documented "snowball" effect in the science of the economic
impacts of climate change (STERN, 2006). To try to deal with this effect, this section proposes and formalizes
methodology that treats this process explicitly. To implement such method, the potential connections of a physical model
with the functional structure of the CGE model are explored.

For the case in question, the idea is to conduct simulations that mimic the behavior of a given set of endogenous B-MARIA
variables. Thus, it is enough to replicate the desired information within the set of exogenous variables of the model and
simulate their shocks in order to achieve the best combination of effects for their endogenous variables.

In other words, we will consider the long-term closure described in the previous section, use the results described
aboves3 and put them as target for the replicate CGE model. In order to do that, the idea is to calibrate the exogenous
productivity shocks in the B-MARIA structure that will endogenously generate the aforementioned target results.

52 For more details, see Haddad, Gongalves Junior and Nascimento (2017).
53 In our case, the endogenous variable that will be used as target will be the GDP of the states.
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The CGE model in question is included in the class of models known as Johansen models, which obtains its solutions by
solving a system of linearized equations>*. Thus, consider a certain set of B-MARIA equations:
F(V)=0 3

Where V represents an equilibrium vector of dimension n (number of variables) and F is a function vector of order m
(number of equations), which is assumed to be differentiable. For the purpose of solution, it is assumed that n > m, while
n — m variables should be considered exogenous. In addition, it is assumed that the model has a solution, that is, 3V =
V* such that F(V*) = 0 and that such solution is known (the CGE model is calibrated).

Thus, Johansen's approach is to use a linearized version of (5), which can be represented as:
AWV)v =0 4)

Where A(V) is an array of order mxn that contains the partial derivatives of F(V) and v represents the percentage
changes in the V vector. represents the percentage changes in the V vector consists in evaluating A(.) at an initial
equilibrium vector V! and solve (6). For this, it is necessary to partition A(.) and v in two parts, separating the
endogenous and exogenous variables from the closure of the model. Call a the index for the endogenous variables and
the index for the exogenous. It has been that:

AWVDY = A, (Vv + Ag(VDvg = 0
Rearranging:

vy = =AWV A (Vv

Take —A(V')™*43 (V") = B(V') such that:
vy = BV, (5)

Where v, is a mx1 vector that contains the expected percentage changes in the endogenous variables resulting from the
exogenous shocks contained in the vector vz. Now consider (7) represented as follows:

[ Va1 ] By . Bi(n—m)l [vﬁﬁ]
Vam B Bm(n—m) Upm
It can be rearranged such that:
Va1 Bll 312 Bl(n—m)
= Vg1 + Vg2 + e+ Vg(m-n) (7’)
Vam By m2 m(n-m)

Equation (7 ') allows one to directly see two properties that will be employed. The first is that when considering a shock
in a certain exogenous variable q (vgg), the effect on the vector of endogenous variables v, will be proportional to the

vector that multiplies this variable in (7"). In addition, when assessing the effect of a multidimensional shock (as in the
case in question, where we will assess shocks on the 27 states of the federation), the total impact on v, can be computed
as the sum of the effects of the shocks on the separate endogenous variables.

Then suppose that a subset of K-dimension of elements of v, is selected as target. So, you build the vector ) that
contains all of these targets. Also assume that a subset of order ] of the vector is identified vz which contains exogenous
variables considered relevant to influence the variables in t,1). Now, just rewrite (7 ') by zeroing all the elements of v,
That are not contained in £,y and all the elements of vz that are not in the sub-set of order j above. Call it a 7, the vector
of endogenous variables considered for analysis and 7 the exogenous vector is considered important to determine them.
Using the same notation as (7):

v = B (6)
Or, even:

~ =1 .. 17,;\1 +1 .. U/B\Z + et B 17,?]
Vak Bi1 By, By,

In essence, it is noted that 7, It will depend on the choice of values for the exogenous variables contained in 7. So, given
the values of a target t The best choice for 7z will be the one who solves:

(e —)°
—— O
Translating, the best choice for exogenous shocks Uz will be the one that minimizes the quadratic percentage distance of
the values of the selected endogenous variables with the target Selected. Finally, the solution of the equation above, ﬁ[\;*,
will generate a corresponding endogenous variable vector, 7,".

min@

54 For more details, see Dixon and Parmenter (1996).
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In order to apply such a methodology in the context of this work, one or more channels of transmission in the functional
structure of the model CGE in order to capture the impact of interest from agricultural productivity shocks. Figure 18
schematics such channels and their respective effects that will be used as targets in the structure of model B-MARIA.

We will use as target the results on regional GDP from the simulations described in the previous section. In other words,
the vector of target it will contain the GDP variations of the States constructed from the estimates obtained from the
shocks described in the table 11 for each of the scenarios studied.

The shocks contained in ¥z will relate to the 27 productivity shocks in the agricultural sector of Brazilian states, as
described in the previous section. Thus, the equation (8) will represent a vector of 27 lines (one for each state) as the
multiplication of an array of order 27 (the cross-effects of the variation of the productivity of each state on the GDP of
these) and a vector of 27 lines (the shocks of agricultural productivity).

To implement the method, however, an estimate is required for matrix B. To obtain it, just perform a simulation of the
impact of a unit shock of agricultural productivity set in the 27 states and capture the corresponding cross-elasticities of
these on the regional GDP of the Brazilian federation units.
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Agricultural Productity Shocks

State T (B-MARIA)

Simulations of Agricultural GDP P

Productivity Shocks

State 2 x ol e 4 3,
GDP Ve 4 ’ \

Sectoral and
Regional Outpu;

‘Another Economic
State 2 X Outputs

GDP

N,
N\,
N,
\\
N
*.
as

Endogenous

Figure 33 - Transmission Channels and the CGE Model.

Thus, given the intrinsic uncertainty in the magnitude of the agricultural productivity shocks of the states, such a method
can be applied in order to integrate the results described between the sections 5.1 and 5.4 with the structure of the model
B-MARIA and thus to treat the uncertainty in an explicit manner in the construction of the shocks of the agricultural
productivity.

That way, we use it as target the impacts on the states GDP derived from the results of the simulations described in the
previous section. The estimates built from the econometric model described in the section 3.1 are used as a starting point
for simulations of exogenous shocks (7). For this work, we run 10000 simulations of productivity shock (v4) in order to

assess the one that minimizes (9).

Each simulation was built from a random draw to the state productivity shock from a Gaussian distribution with average
equal to the shock described in the

Table 11 and variance calculated from the econometric estimates combined with the climatic projections described
earlier.

Figure 19 shows the distribution of these simulations for each Brazilian state. Their analysis allows comparing both the
magnitude and the difference of the agricultural productivity shocks between the scenarios. The comparison of the
averages of the distributions of shocks of agricultural productivity allows to verify that these have smaller averages under
RCP 8.5, according to what is expected in this scenario. When comparing the dispersion of these distributions, however,
we can note a greater heterogeneity among the states. Roughly, Northeastern states have less variability of shocks under
RCP 8.5 while states of other regions have greater dispersion under the most pessimistic scenario.

Figure 20, on the other hand, shows the effects on the state GDP 7, corresponding to each simulation of state agricultural
productivity shock. Here, the analysis becomes more complex, with cases in which the distribution of impacts on the GDP
of the states has average less worse under RCP 8.5 than RCP 2.6. However, the behavior on the dispersion of these shocks
has the same pattern as those described in the previous image.
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Distribution of Simulated Productivity Shocks in the States
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Figure 34 - Simulated Shocks Distributions.
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Distribution of Simulated Impacts over the GOP of States
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Figure 35 - Simulated Impacts over Regional GDP.

Figures 21 to 25 show the relation of the simulated impacts on the regional GDP of the five large Brazilian regions (va)
in relation to the simulated impacts for the national GDP. The gray line represents the set of points in which such
simulated variation is the same in regions and in the country.

The analysis of these images allows to infer that the effect of climate change on the GDP of the regions, besides being
quite heterogeneous regionally, varies substantially depending on the scenario analyzed>5.

Simuiated Impact on Regoral GOP - waln %)
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55 Here again, the caveat: these impacts should be considered as the variation of average five-year production from the projected climatic changes until
the end of the century.
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Figure 36 - Simulated Impact on National GDP and PRB of Region North.

There are three possible dimensions to be analyzed through the images: the relationship between regional and national
GDPinanisolated way, the same relation between the climatic scenarios studied, and the dispersion of these summarized
impacts.

Under RCP 2.6, the relationship between regional impacts and national impacts shows a more homogeneous relation
between the regions: Northeast and Southeast have modest losses (but higher than the national average) of the order of
0.15%, while North, South and Midwest show average production gains of 0.025%, 0.03% and 0.10%, respectively (better
than the national average).

Under RCP 8.5, however, the effect is more complex: the North region has production gains, but little expressive in view
of its small importance in the formation of national GDP (figure 21).
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Figure 37 - Simulated Impact on National GDP and PRB of Region Northeast.
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Figure 38 - Simulated Impact on National GDP and PRB of Region Southeast.

The Northeast region (figure 22), in turn, although presenting better performance than the national average (it is above
the 452 gray line), presents average losses in the order of 0.2%. figure 23 shows this relationship for the Southeast region
and shows that the region's impact relation to Brazil is inverted depending on the scenarios: although under RCP 2.6 the
region is better than the national average, under RCP 8.5 Southeast is worse off, with simulated average impacts of around
0.45%. The southern region also presents a similar pattern to the one of the Southeast in what concerns the relation
between scenarios with simulated dispersion slightly bigger.
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Figure 39 - Simulated Impact on National GDP and PRB of Region South.

Finally, the Center-West region is the one with the greatest dispersion of results in both scenarios. In addition, it is the
one that shows more expressive losses in terms of PRB under RCP 8.5 (around 0.6%, on average), much due to its high
dependence on the agricultural sector in its production.

In summary, the analysis of the above images sends a very clear message: the relative loss of the Northeast and Southeast
regions compared to the rest of the country under RCP 2.6 and the relative gain of the North and Northeast regions under
RCP 8.5. Two possible conjectures to explain this behavior are related to the intensity of climate change in the different
scenarios and the structure of economic integration between regions: the indirect climate impacts under RCP 8.5 (much
more intense than the optimistic scenario) are amplified due to the economic integration of the center-south of Brazil,
making the losing regions precisely the most economically integrated.
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Figure 40 - Simulated Impact on National GDP and PRB of Region Midwest.

Finally, Figures 26 and 27 show the optimal simulated shocks (73") - calculated from the criterion described in equation
(9) - and the impacts on the GDP of the corresponding states (7,"), respectively.
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Figure 1 - Optimum Value of Simulated Productivity Shocks.

Here again, one has what is expected under each scenario: both agricultural productivity shocks and their respective
effects on state GDP change tend to have more negative outcomes under RCP 8.5 in relation to RCP 2.6.
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Figure 41 - Impact on State GDP.
If, instead of using equation (8) to generate the estimates for 7,", we use Ug * as productivity shocks to run a simulation

of B-MARIA, we obtain the following results for the variation of the state GDP (v, B~ MARIAy

Table 15 - Comparison of the Simulated Impacts through Model B-MARIA with the Impacts Reconstructed from Equation

(8).

RCP 2.6 RCP 8.5
State G- BMARIA o ﬁ;BMARIA o
RO -0.0466 -0.0478 -0.4042 -0.4046
AC 0.0935 0.0928 0.1016 0.0987
AM 0.0122 0.0128 0.0504 0.0533
RR -0.0072 -0.0076 -0.0505 -0.0561
PA 0.1565 0.1592
AP -0.0131 -0.0136 -0.0739 -0.0745
TO 0.0164 0.0163 -0.4954 -0.4980
MA 0.0624 0.0632 -0.1849 -0.1869
PI 0.0678 0.0678 -0.3385 -0.3371
CE -0.1490 -0.1499 -0.2569 -0.2645
RN -0.0641 -0.0653 -0.2912 -0.2687
PB -0.0958 -0.0964 -0.2646 -0.2786
PE -0.1375 -0.1386 -0.3514 -0.3628
AL
SE -0.1195 -0.1205 -0.3262 -0.3327
BA 0.0055 0.0061 0.0532 0.0490
MG -0.3272 -0.3322 -0.3916 -0.3923
ES 0.0903 0.0907 0.2992 0.3003
R] -0.0406 -0.0419 -0.1969 -0.1973
SP -0.1148 -0.1162 -0.4649 -0.4623
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PR -0.0188 -0.0186 -0.6862 -0.6845
SC 0.0020 0.0009 -0.3106 -0.3071
RS 0.0731 0.0728 -0.2370 -0.2334
MS 0.0426 0.0440 -0.9543 -0.9293
MT -0.6432 -0.6274
GO -0.5761 -0.5646
DF -0.0132 -0.0143 -0.1699 -0.1699

The analysis of table 15 shows the maintenance in the order of the impacts under the state GDP in each of the scenarios (denoted by
the ordering of the colors - cold for increase in GDP, hot for decrease), besides the good aptitude of the aforementioned methodology
to replicate the simulated results using the B-MARIA model.

6. FINAL REMARKS

”

“Education never ends Watson. It is a series of lessons with the greatest for the last.
Sherlock Holmes
The Red Circle

Projected climate change presents a serious challenge for humanity until the end of the century. Its most intense impacts
will be felt in the more distant future, although the actions necessary to mitigate them in a significant way should be done
today. There is a growing consensus on the idea that increasing human emissions into the atmosphere will have the
potential to generate distortions in the global precipitation and temperature pattern, generating a high risk of losses to
the agricultural sector of the regions. Literature on the subject, while finding ambiguous evidence about the impact that
climate change may have on global agricultural productivity, agrees that its risks must be taken into account in order to
better formulate adaptation and mitigation policies around the world.

In this work, we propose to estimate the impacts that the projected climatic changes up to the end of the century can
have on the Brazilian economy. In addition, the objective was to analyze vulnerability and regional differentials in the
face of such changes in the climate, and to address the uncertainties of the results in an explicit way.

Estimates point to a broad regional heterogeneity of direct and indirect impacts to the Brazilian economy through
changes in the productivity of the country's main agricultural crops, using the more and less optimistic scenarios created
by the IPCC (RCP 2.6 and 8.5, respectively). The five-year variation in agricultural productivity projected averages up to
the end of the century can range from + 1.16% under the scenario of low emissions up to -11.6% under the most
pessimistic scenario.

These productivity variations have the potential to generate total productive losses equivalent to 11.1% of Brazilian GDP
under RCP 2.6 and up to 81.6% of GDP in the country under RCP 8.5. In addition, when analyzing the vulnerability of the
Brazilian regions to such impacts, it is observed that the states of the Central-West region of Brazil are those with the
highest average economic vulnerability, due to the great importance of the agricultural sector in their economy.

Finally, in dealing with the uncertainties inherent in the methodology used explicitly, it was possible to conclude that the
Northeast and Southeast regions will be consistently more negatively affected under RCP 2.6, while under RCP 8.5, due
to their greater regional integration, the South, Southeast and Central West regions are the most affected.

Still, there is plenty of room for refinement of the methodology and data used. The impossibility of the methodology to
deal with the adaptability of the Brazilian productive structure in response to the climatic changes observed concomitant
with the low availability of climatic and agricultural data are the main point of future improvement of the work. However,
it is believed that the results described above can contribute to a broader and more detailed discussion of the strategies
for mitigation and adaptation of the Brazilian regions for the future and, consequently, to transmit to some creature the
legacy of climate change research in Brazil.
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APPENDIX

Agricultural Data
Table 16 - Representativeness of Each Culture Within State Agriculture (in percentage points).

State Soybean Sugarcane Maize Bean Coffee Orange
Acre 0,05 2,77 10,28 2,82 1,12 0,77
Alagoas 0,00 90,03 0,82 1,36 0,00 0,66
Amapa 0,00 0,98 1,11 0,84 0,00 7,57
Amazonas 0,03 6,70 2,15 0,95 0,55 6,20
Bahia 18,54 3,52 6,28 2,55 6,52 2,54
Ceara 0,00 4,61 20,25 19,14 0,51 0,33
Distrito Federal 25,09 0,90 21,64 12,75 1,09 0,56
Espirito Santo 0,00 5,75 1,07 0,51 69,51 0,28
Goias 38,06 21,98 15,52 3,63 0,53 0,38
Maranhao 35,95 10,10 11,59 2,90 0,00 0,12
Mato Grosso 61,58 3,84 13,46 1,44 0,12 0,02
Mato Grosso do Sul 45,85 26,36 18,17 0,48 0,11 0,09

Minas Gerais 8,64 18,19 11,87 4,00 40,05 1,78
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Para 6,52 1,48 8,36 1,85 1,14 1,84
Paraiba 0,00 38,41 3,06 6,83 0,00 0,24
Parana 44,43 8,86 19,27 3,98 3,18 0,96
Pernambuco 0,00 46,04 2,13 6,56 0,29 0,06
Piaui 45,54 3,07 19,31 7,64 0,00 0,09
Rio de Janeiro 0,00 18,68 0,89 0,65 7,77 3,70
Rio Grande do North 0,00 24,17 2,87 5,18 0,00 0,09
Rio Grande do Sul 37,77 0,59 10,87 0,72 0,00 1,04
Rondénia 23,65 4,63 9,83 3,71 18,65 0,13
Roraima 4,14 0,28 4,23 2,18 0,00 0,52
Santa Catarina 17,16 0,96 24,05 2,73 0,00 0,33
Sao Paulo 2,61 60,82 3,90 0,96 3,24 14,11
Sergipe 0,00 22,02 22,82 2,32 0,00 16,28
Tocantins 49,08 9,24 9,43 3,90 0,00 0,05

Control Variables

Table 17 - Variables used in the Econometric Model.
Variable Source
Precipitation Anomalie INMET
Precipitation Anomalie 2 INMET
Temperature Anomalie INMET
Temperature Anomalie? INMET
Production (in tons) of culture X PAM (IBGE)
Production (in 2000’s R$) of culture X PAM (IBGE)
Proportion of culture X in the total produced (in R $) by the municipality PAM (IBGE)
Area for the cultivation of culture X PAM (IBGE)
Proportion of the area destined to the planting of culture X in relation to the whole planted area of the municipality PAM (IBGE)
Area for crop harvest X PAM (IBGE)
Proportion of the area destined to the crop of the culture X in relation to all harvested area of the municipality PAM (IBGE)

Note: "X" representa cada uma das 6 culturas analisadas, ao passo que cada um dos 6 modelos estimados utilizou as informagdes de
producdo, area plantada, area colhida e valor produzido de todas as culturas como variaveis de controle.

Econometric Results
Table 18 - Econometric Results- Precipitation - Sugarcane.

(1) (2) (3) (4)
VARIABLES Iprod_sugarcane Iprod_sugarcane Iprod_sugarcane Iprod_sugarcane
PREC_JAN 0.0900*** 0.00216 -0.00476 0.000202
(0.0242) (0.00963) (0.0139) (0.0118)
PREC_JAN2 -0.0419*** -0.00320 -0.00390 -0.00223
(0.0121) (0.00280) (0.00346) (0.00403)
PREC_FEV 0.0993*** 0.0172 0.00827 -0.00595
(0.0251) (0.0142) (0.0130) (0.0121)
PREC_FEV2 -0.1171%** 0.0181 0.0108 0.0150
(0.0190) (0.0110) (0.00989) (0.00984)
PREC_MAR 0.0443 0.0184 0.00484 0.00438
(0.0323) (0.0115) (0.00754) (0.00738)
PREC_MAR2 -0.0263 0.00229 -0.0119 -0.00519
(0.0293) (0.00634) (0.00835) (0.00841)
PREC_ABR 0.0702%** -0.00718 0.00921 0.00110
(0.0185) (0.0190) (0.00626) (0.00560)
PREC_ABR2 -0.0832%* 0.00820 -0.00292 0.00438
(0.0170) (0.0132) (0.00532) (0.00388)
PREC__MAI -0.0328** 0.0101 0.00175 -0.000132
(0.0123) (0.00752) (0.0105) (0.00596)
PREC__MAI2 0.0285** 0.00511 0.00567 0.00126
(0.0125) (0.00628) (0.00616) (0.00354)
PREC_JUN -0.0371*** -0.00533 0.00375 0.000319
(0.0114) (0.00621) (0.00672) (0.00486)
PREC_JUN2 0.0148** 0.000666 0.000412 0.00134
(0.00588) (0.00183) (0.000762) (0.000926)
PREC_JUL -0.00435 -0.00585 0.00659** 0.00258
(0.0125) (0.00671) (0.00306) (0.00202)
PREC_JUL2 0.00968** 0.00266** 5.02e-05 -0.000617
(0.00385) (0.00117) (0.000880) (0.000402)
PREC_AGO -0.044 1%+ -0.0137 0.00439 0.00377
(0.00968) (0.0135) (0.00586) (0.00563)

PREC_AGO2 0.0194%** 0.00129 -0.000786 -0.000683
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(0.00586) (0.00309) (0.00152) (0.00100)
PREC_SET 0.00347 0.00784 0.00907 0.00522
(0.0125) (0.00632) (0.00699) (0.00740)
PREC_SET?2 -0.0135 0.00104 0.000207 0.00275
(0.00836) (0.00217) (0.00265) (0.00262)
PREC_OUT 0.0293 0.0201 0.00745 0.00274
(0.0206) (0.0223) (0.0115) (0.00600)
PREC_OUT2 -0.0148 -0.00575 -0.00427* -0.00194
(0.0126) (0.00394) (0.00239) (0.00131)
PREC_NOV 0.0339* -0.00948 -0.0177 -0.0149
(0.0176) (0.0146) (0.0180) (0.0153)
PREC_NOV2 -0.0703** -0.00398 0.00817 0.000154
(0.0311) (0.00628) (0.00484) (0.00543)
PREC_DEZ 0.0472** -0.0136 0.00474 -0.00605
(0.0183) (0.0129) (0.0143) (0.0125)
PREC_DEZ2 -0.161* 0.0199 0.0170* 0.0194**
(0.0927) (0.0190) (0.00871) (0.00919)
Constant 4.279*** 4.217%** 4.090%** 3.967***
(0.0609) (0.0295) (0.0254) (0.0445)
Observations 75,239 75,239 75,239 75,239
R-squared 0.219 0.763 0.797 0.858
City FE Nio Sim Sim Sim
Year FE Nao Sim Sim Sim
STATE-YEAR FE Nio Nio Sim Sim
Controls Nio Nio Nio Sim

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 19 - Econometric Results - Variaveis de Temperatura - Sugarcane.

(1) (2) (3) (4)
VARIABLES Iprod_sugarcane Iprod_sugarcane Iprod_sugarcane Iprod_sugarcane
TEMP_]JAN -1.232%** -0.575%** -0.365 -0.317
(0.218) (0.180) (0.249) (0.195)
TEMP_JAN2 20.99%** 2.155 2.928 -1.369
(5.485) (2.361) (2.493) (1.849)
TEMP_FEV 0.891* 0.215 0.345 0.0179
(0.458) (0.234) (0.251) (0.167)
TEMP_FEV2 -22.95%** -1.152 4.655** 1.861
(5.778) (2.557) (1.674) (1.860)
TEMP_MAR 0.272 0.485* -0.0922 0.0839
(0.341) (0.237) (0.210) (0.239)
TEMP_MAR?2 -21.02%** -8.245%* -10.24** -9.697**
(5.934) (3.383) (4.190) (3.761)
TEMP_ABR 1.043%** 0.263 0.229 0.207
(0.355) (0.162) (0.149) (0.125)
TEMP_ABR2 5.604 1.464 1.997 1.265
(4.079) (1.773) (2.029) (1.661)
TEMP_MAI -0.195 0.126 -0.104 -0.0204
(0.176) (0.157) (0.178) (0.119)
TEMP_MAI2 -3.301 -0.622 -2.672 -2.283
(5.550) (1.831) (1.589) (1.455)
TEMP_JUN -0.0813 -0.360*** 0.205 0.0809
(0.131) (0.125) (0.134) (0.119)
TEMP_JUN2 6.518 -0.151 -1.063 -1.901***
(5.580) (1.216) (0.927) (0.625)
TEMP_JUL 0.461*** 0.318*** 0.128** 0.116
(0.145) (0.103) (0.0498) (0.106)
TEMP_JUL2 -3.325 0.584 0.354 0.812
(2.614) (0.601) (0.671) (0.809)
TEMP_AGO -0.371* 0.0592 0.185 -0.00149
(0.201) (0.123) (0.158) (0.178)
TEMP_AGO2 -5.533 -1.268 -2.368%* -0.229
(3.811) (1.351) (1.143) (1.171)
TEMP_SET -0.378 -0.0723 -0.232 -0.154
(0.235) (0.131) (0.158) (0.147)
TEMP_SET?2 5.510 -1.894 2.115 4.419**
(3.310) (2.077) (2.137) (2.006)
TEMP_OUT -0.524** 0.0672 0.292 0.221

(0.242) (0.161) (0.211) (0.145)
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TEMP_OUT2 26.71%** -1.200 -2.077 -0.850
(8.193) (1.388) (2.072) (1.457)
TEMP_NOV 1.460*** -0.294 -0.0304 -0.151
(0.324) (0.196) (0.261) (0.196)
TEMP_NOV2 -24.32% 0.969 -2.316 -1.756
(12.25) (2.679) (2.684) (2.003)
TEMP_DEZ -0.982* -0.318 -0.416* -0.317
(0.486) (0.298) (0.214) (0.219)
TEMP_DEZ2 -2.604 5.747* 9.403*** 1.973
(6.980) (3.048) (2.063) (1.965)
Constant 4.279%** 4.217%** 4.090%** 3.967***
(0.0609) (0.0295) (0.0254) (0.0445)
Observations 75,239 75,239 75,239 75,239
R-squared 0.219 0.763 0.797 0.858
EF de Cidade Nio Sim Sim Sim
Year FE Nao Sim Sim Sim
STATE-YEAR FE Nao Nao Sim Sim
Controls Nio Nio Nio Sim

Robust standard errors in parentheses
¥ p<0.01, ** p<0.05, * p<0.1

Table 20 - Econometric Results - Precipitation - Soybean.

(1) (2) (3) (4)
VARIABLES Iprod_soybean Iprod_soybean Iprod_soybean Iprod_soybean
PREC_JAN 0.0734** 0.0849*** 0.0352%** 0.0174*
(0.0263) (0.0226) (0.0113) (0.0100)
PREC_JAN2 -0.0765*** -0.0385 -0.0235 -0.0177*
(0.0270) (0.0336) (0.0164) (0.0102)
PREC_FEV 0.0968*** 0.0671%** 0.0453** 0.0234*
(0.0215) (0.0214) (0.0162) (0.0135)
PREC_FEV2 -0.160%** -0.0627*** -0.0222 -0.0102
(0.0276) (0.0204) (0.0173) (0.0146)
PREC_MAR 0.133%** 0.0512** -0.0142 -0.00272
(0.0278) (0.0208) (0.0200) (0.0176)
PREC_MAR2 -0.113%** -0.0596%** -0.00680 -0.0157
(0.0209) (0.0167) (0.0147) (0.0109)
PREC_ABR 0.00515 -0.0153 -0.000149 -0.00691
(0.0241) (0.0193) (0.0157) (0.0149)
PREC_ABR2 0.0256 0.0166 0.00757 0.00562
(0.0180) (0.0131) (0.00585) (0.00402)
PREC__MAI -0.0446%** -0.0103 -0.00272 -0.00877
(0.0136) (0.00969) (0.0102) (0.00540)
PREC__MAI2 0.0159** 0.00306 -0.000861 0.00320*
(0.00661) (0.00365) (0.00382) (0.00156)
PREC_JUN 0.00501 0.0214** 0.00906 0.00972
(0.00958) (0.0102) (0.00808) (0.00751)
PREC_JUN2 -0.000734 -0.00186 -0.000827 -0.00106
(0.00159) (0.00123) (0.00101) (0.000855)
PREC_JUL 0.0187 -0.0110 0.00165 0.00100
(0.0164) (0.0124) (0.0118) (0.00866)
PREC_JUL2 -0.00177 0.00177 -0.000279 -0.000169
(0.00221) (0.00154) (0.00132) (0.00119)
PREC_AGO -0.000170 0.00355 -0.0122** 0.00353
(0.0131) (0.0144) (0.00473) (0.00373)
PREC_AGO2 0.00126 -0.00423 0.000743 -0.00226**
(0.00374) (0.00310) (0.000990) (0.00101)
PREC_SET 0.00735 0.0267* 0.00957 0.00153
(0.0210) (0.0141) (0.00656) (0.00519)
PREC_SET2 -0.00339 -0.0175* -0.00529 -0.00550
(0.0123) (0.00876) (0.00349) (0.00457)
PREC_OUT -0.0339 -0.0430*** -0.00981 -0.00174
(0.0237) (0.0115) (0.0176) (0.0139)
PREC_OUT2 -0.0107 0.0166 0.00819 0.00812
(0.0181) (0.0119) (0.00795) (0.00689)
PREC_NOV 0.0320 -0.0105 0.00328 0.0138
(0.0241) (0.00883) (0.00972) (0.00993)
PREC_NOV2 -0.0472%** 0.0346** 0.0107 0.0122
(0.0131) (0.0145) (0.00970) (0.0104)

PREC_DEZ -0.0187 -0.0217** 0.00398 0.00516
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(0.0186) (0.0105) (0.0117) (0.0157)
PREC_DEZ2 -0.00987 0.0596%** 0.0178* 0.00876
(0.0211) (0.0125) (0.00935) (0.0135)
Constant 1.019%** 0.787*** 0.733%** 0.777%**
(0.0427) (0.0188) (0.0322) (0.0349)
Observations 33,190 33,190 33,190 33,190
R-squared 0.312 0.687 0.785 0.847
EF de Cidade Nao Sim Sim Sim
Year FE Nao Sim Sim Sim
STATE-YEAR FE Nao Nao Sim Sim
Controls Nido Nao Nao Sim
Robust standard errors in parentheses
*#* p<0.01, ** p<0.05, * p<0.1
Table 21 - Econometric Results - Temperature - Soybean.
(1) (2) (3) (4)
VARIABLES Iprod_soybean Iprod_soybean Iprod_soybean Iprod_soybean
TEMP_JAN -1.090** -0.156 -0.274 -0.110
(0.430) (0.494) (0.386) (0.125)
TEMP_JAN2 41.21 0.590 0.678 -0.747
(25.30) (9.772) (5.801) (4.418)
TEMP_FEV 0.333 -0.00679 -0.830 -0.352
(0.615) (0.472) (0.518) (0.534)
TEMP_FEV2 -14.57** -6.891** -0.637 1.114
(6.448) (3.291) (5.554) (4.422)
TEMP_MAR 0.607 -0.751* -0.120 0.181
(0.471) (0.374) (0.532) (0.471)
TEMP_MAR2 -20.59%** -1.307 3.814 0.816
(6.722) (3.031) (4.277) (2.290)
TEMP_ABR 0.728%*** 0.186 -0.410 -0.380
(0.210) (0.257) (0.406) (0.374)
TEMP_ABR2 10.21* 4.927** -0.309 2.020
(5.066) (2.057) (2.116) (1.349)
TEMP_MAI -0.155 -0.0818 0.0854 -0.188
(0.136) (0.0955) (0.262) (0.165)
TEMP_MAI2 -11.88*** 0.0384 0.240 -0.702
(1.297) (1.157) (1.810) (1.148)
TEMP_JUN 0.278** -0.205 -0.107 -0.142
(0.104) (0.146) (0.242) (0.256)
TEMP_JUN2 -2.213 -1.046 -0.0232 -0.223
(2.266) (0.933) (1.186) (1.143)
TEMP_JUL 0.126 0.419%** 0.240* 0.144
(0.140) (0.0566) (0.139) (0.121)
TEMP_JUL2 -6.339%** -1.523** 0.164 0.0610
(0.655) (0.545) (0.372) (0.222)
TEMP_AGO -0.340%** -0.324** 0.133 0.0171
(0.0630) (0.145) (0.124) (0.162)
TEMP_AGO2 4.859%** 5.449%** -0.371 -0.628
(0.690) (1.134) (0.989) (0.703)
TEMP_SET 0.105 -0.0566 0.312 0.0746
(0.370) (0.248) (0.219) (0.182)
TEMP_SET2 1.640 -5.383*** -1.067 0.228
(2911) (0.818) (1.896) (1.062)
TEMP_OUT 0.398* 0.597** 0.659*** 0.482*
(0.222) (0.282) (0.126) (0.269)
TEMP_OUT2 0.594 3.652 3.678 2.058
(8.152) (3.143) (4.156) (3.861)
TEMP_NOV 0.00459 -0.567*** 0.00741 0.104
(0.355) (0.173) (0.426) (0.283)
TEMP_NOV2 -5.992 -2.775 -1.910 0.642
(5.991) (3.919) (2.766) (2.061)
TEMP_DEZ -0.0324 -0.125 0.234 0.282
(0.362) (0.253) (0.359) (0.277)
TEMP_DEZ2 -10.59 5.065 9.453%*+* 5.477*
(6.973) (4.579) (2.869) (3.051)
Constant 1.019%** 0.787*** 0.733%** 0.777**
(0.0427) (0.0188) (0.0322) (0.0349)
Observations 33,190 33,190 33,190 33,190
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R-squared 0.312 0.687 0.785 0.847
EF de Cidade Nio Sim Sim Sim
Year FE Nao Sim Sim Sim
STATE-YEAR FE Nio Nio Sim Sim
Controls Nio Nao Niao Sim
Robust standard errors in parentheses
** p<0.01, ** p<0.05, * p<0.1
Table 22 - Econometric Results - Precipitation - Maize.
(1) (2) (3) (4)
VARIABLES Iprod_maize Iprod_maize Iprod_maize Iprod_maize
PREC_JAN 0.0385 0.0662*** 0.0371 0.0217
(0.0285) (0.0174) (0.0222) (0.0135)
PREC_JAN2 -0.0896*** -0.00860 -0.0329*** -0.0156*
(0.0272) (0.00909) (0.0117) (0.00757)
PREC_FEV 0.0396 -0.0281** 0.0263 0.00767
(0.0272) (0.0117) (0.0198) (0.0140)
PREC_FEV2 -0.0967** 0.00711 -0.0324** -0.0286***
(0.0455) (0.0162) (0.0121) (0.00767)
PREC_MAR 0.101** 0.0308* 0.0151 0.0363**
(0.0407) (0.0175) (0.0264) (0.0168)
PREC_MAR2 -0.0480 -0.00133 -0.00833 -0.00861
(0.0354) (0.0251) (0.0166) (0.00981)
PREC_ABR 0.171%** 0.0399* 0.0473%** 0.0287**
(0.0313) (0.0200) (0.0135) (0.0137)
PREC_ABR2 0.00275 -0.0173 -0.0196** -0.0196**
(0.0245) (0.0118) (0.00939) (0.00705)
PREC__MAI -0.0714* 0.0240%** 0.0212 0.00476
(0.0376) (0.00760) (0.0146) (0.00801)
PREC__MAI2 0.0378*** -0.0217* -0.0160** -0.00416
(0.0113) (0.0107) (0.00739) (0.00390)
PREC_JUN 0.00395 0.00682 0.000275 0.0136
(0.0169) (0.00910) (0.0108) (0.00832)
PREC__JUN2 0.00453 -0.00186 0.00161 0.000552
(0.00409) (0.00218) (0.00195) (0.00123)
PREC_JUL 0.0502 -0.000471 -0.0328* -0.0206*
(0.0308) (0.0171) (0.0166) (0.0102)
PREC_JUL2 -0.000152 0.00110 0.00497** 0.00343**
(0.00399) (0.00349) (0.00207) (0.00141)
PREC_AGO -0.0534** 0.0121 -0.00858 -0.00572
(0.0220) (0.0150) (0.0105) (0.00850)
PREC_AGO2 0.0249%** -0.00547 0.000662 -4.58e-05
(0.00518) (0.00329) (0.00169) (0.00156)
PREC_SET 0.0331 -0.0215 0.0306* 0.0300%**
(0.0303) (0.0178) (0.0151) (0.00872)
PREC_SET?2 -0.0170 0.0183*** 0.000665 -0.00102
(0.0207) (0.00563) (0.00480) (0.00336)
PREC_OUT 0.0210 -0.0238 0.0237 0.0112
(0.0347) (0.0176) (0.0197) (0.0180)
PREC_OUT2 -0.0471** -0.00361 -0.0114* -0.00867*
(0.0183) (0.00451) (0.00567) (0.00472)
PREC_NOV 0.160*** 0.0111 -0.0143 0.00461
(0.0288) (0.0165) (0.0292) (0.0168)
PREC_NOV2 -0.185*** 0.0302 0.00108 -0.00825
(0.0480) (0.0230) (0.00746) (0.00519)
PREC_DEZ 0.0169 -0.0166 0.00122 -0.00128
(0.0391) (0.0255) (0.0257) (0.0190)
PREC_DEZ2 -0.161** -0.0106 0.00473 0.0149
(0.0666) (0.0294) (0.0147) (0.0107)
Constant 1.342%** 1.030%** 0.659%** 6.098%**
(0.0452) (0.0290) (0.0335) (1.743)
Observations 73,196 52,875 73,196 73,196
R-squared 0.170 0.725 0.836 0.885
EF de Cidade Nio Sim Sim Sim
Year FE Nao Sim Sim Sim
STATE-YEAR FE Nio Nao Sim Sim
Controls Nio Nio Nio Sim

Robust standard errors in parentheses
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** p<0.01, ** p<0.05, * p<0.1

Table 23 - Econometric Results - Temperature - Maize.

(1) (2) (3) (4)
VARIABLES Iprod_maize Iprod_maize Iprod_maize Iprod_maize
TEMP_]JAN -1.611%** 1.044%+* -0.285 -0.156
(0.509) (0.203) (0.393) (0.316)
TEMP_JAN2 38.63** -14.21* -0.302 -1.370
(16.19) (7.491) (3.354) (2.185)
TEMP_FEV 0.480 -1.412%%* -0.285 -0.440
(0.929) (0.329) (0.540) (0.390)
TEMP_FEV2 -10.35 4.282 5.562 5.791**
(6.805) (4.748) (3.704) (2.700)
TEMP_MAR 0.621 0.0945 0.537 0.392
(0.693) (0.533) (0.565) (0.450)
TEMP_MAR2 -8.130 -6.401 -2.684 -3.071
(11.76) (8.516) (3.318) (3.062)
TEMP_ABR 1.537%** -0.549 -0.385 -0.348
(0.539) (0.543) (0.528) (0.392)
TEMP_ABR2 -10.73 -2.046 1.869* 1.567**
(8.087) (2.585) (0.920) (0.580)
TEMP_MAI -0.725 0.300 -0.409** -0.195
(0.491) (0.238) (0.159) (0.144)
TEMP_MAI2 -0.2971 % 3.453* -2.239%* -1.710%**
(1.966) (1.778) (1.015) (0.496)
TEMP_JUN 1.203** -0.101 0.344 0.0745
(0.498) (0.131) (0.274) (0.132)
TEMP_JUN2 6.776 -0.682 1.158 2.003
(5.842) (1.629) (2.123) (1.597)
TEMP_JUL 0.599%** 0.232 0.0427 0.165
(0.183) (0.173) (0.214) (0.133)
TEMP_JUL2 -2.296 -0.951 0.944 -0.0605
(2.320) (1.955) (0.732) (0.373)
TEMP_AGO -0.343 0.149 -0.0155 0.156
(0.212) (0.267) (0.108) (0.125)
TEMP_AGO2 4.597* 3.983 -2.053** -0.649
(2.571) (2.589) (0.866) (0.744)
TEMP_SET 0.889 0.744** 0.335 0.0941
(0.694) (0.277) (0.209) (0.157)
TEMP_SET2 -4.583 -5.824** -0.235 -0.574
(3.840) (2.634) (1.756) (1.088)
TEMP_OUT -0.257 -0.142 0.277 0.234
(0.386) (0.312) (0.311) (0.268)
TEMP_OUT2 28.13*** 5.028 -1.866 -0.242
(9.153) (3.379) (3.841) (2.094)
TEMP_NOV 1.350%** 0.189 0.0403 0.0797
(0.343) (0.241) (0.402) (0.269)
TEMP_NOV2 -10.84 -5.789** 1.179 -2.588%**
(10.95) (2.284) (1.754) (0.796)
TEMP_DEZ 0.430 -0.698 -0.486 -0.141
(0.257) (0.426) (0.547) (0.331)
TEMP_DEZ2 12.76 12.88** 4.236 5.999**
(12.60) (4.726) (3.263) (2.275)
Constant 1.342%** 1.030%** 0.659%** 6.098%**
(0.0452) (0.0290) (0.0335) (1.743)
Observations 73,196 52,875 73,196 73,196
R-squared 0.170 0.725 0.836 0.885
EF de Cidade Nio Sim Sim Sim
Year FE Nao Sim Sim Sim
STATE-YEAR FE Nio Nao Sim Sim
Controls Nio Nio Nio Sim

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 24 - Econometric Results - Precipitation - Bean.

(1) (2) (3) (4)
VARIABLES Iprod_bean Iprod_bean Iprod_bean Iprod_bean
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PREC_JAN 0.0454* 0.00624 0.00126 0.0190*
(0.0222) (0.0169) (0.0188) (0.00994)
PREC_JAN2 -0.00881 -0.0367 -0.0273** 0.00172
(0.0430) (0.0224) (0.0123) (0.0111)
PREC_FEV -0.0639** -0.0206 0.00982 -0.0193
(0.0304) (0.0166) (0.0190) (0.0153)
PREC_FEV2 0.0827*** 0.0355%** 0.0271** 0.0197%***
(0.0280) (0.0125) (0.01000) (0.00416)
PREC_MAR 0.0706*** 0.0204 0.00792 0.0193
(0.0213) (0.0130) (0.0170) (0.0156)
PREC_MAR2 -0.0413** 0.0126 -0.0163 -0.0208
(0.0192) (0.0249) (0.0212) (0.0182)
PREC_ABR 0.0112 0.00241 -0.0118 -0.0135%*
(0.0194) (0.00865) (0.0112) (0.00559)
PREC_ABR2 0.0417* -0.0155 -0.000662 0.00568
(0.0209) (0.0125) (0.00309) (0.00427)
PREC__MAI -0.0667*** -0.0274 -0.0171 -0.0114
(0.0206) (0.0168) (0.0236) (0.0177)
PREC__MAI2 0.00503 0.00370 -0.00111 0.00442
(0.0124) (0.00549) (0.00767) (0.00729)
PREC_JUN -0.0242 0.0117 -0.00775 0.0307***
(0.0275) (0.00915) (0.0115) (0.00869)
PREC_JUN2 0.00609 -0.00200 -0.000121 -0.000774
(0.00436) (0.00171) (0.00249) (0.00107)
PREC_JUL -0.0120 0.00869 0.0155 -0.00369
(0.0276) (0.0137) (0.0150) (0.00830)
PREC_JUL2 0.00971* 0.000177 -0.000797 0.000636
(0.00509) (0.00235) (0.00240) (0.00105)
PREC_AGO -0.0427* 0.0116 0.0278** -0.00471
(0.0249) (0.0101) (0.0126) (0.00894)
PREC_AGO2 0.0231** -0.00459* -0.00613*** 0.00134
(0.00837) (0.00250) (0.00188) (0.00150)
PREC_SET 0.0124 -0.00996 -0.0296* -0.0110
(0.0153) (0.0131) (0.0164) (0.0157)
PREC_SET?2 0.0266*** -0.00188 0.0123 0.00836
(0.00942) (0.00791) (0.00858) (0.00607)
PREC_OUT -0.0185 0.00265 0.00799 0.00696
(0.0158) (0.0115) (0.0162) (0.0131)
PREC_OUT2 0.0172 -0.00356 0.000148 -0.00350
(0.0170) (0.00328) (0.00417) (0.00490)
PREC_NOV 0.0638*** 0.00578 0.0185 0.0522%**
(0.0196) (0.0265) (0.0231) (0.00971)
PREC_NOV2 -0.0896** -0.00159 -0.0244 -0.0254*
(0.0327) (0.0184) (0.0234) (0.0130)
PREC_DEZ -0.0234 0.0325%* 0.0210 0.00235
(0.0240) (0.0181) (0.0221) (0.00913)
PREC_DEZ2 -0.0620 -0.0178 -0.00482 -0.0199
(0.0629) (0.0217) (0.0226) (0.0166)
Constant 0.425%** 0.282%** 0.558%** 1.707%**
(0.0516) (0.0403) (0.0577) (0.0768)
Observations 21,356 21,356 21,356 21,356
R-squared 0.136 0.705 0.754 0.832
EF de Cidade Nio Sim Sim Sim
Year FE Nao Sim Sim Sim
STATE-YEAR FE Nio Nio Sim Sim
Controls Nio Nio Nio Sim

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 25 - Econometric Results - Temperature - Bean.

(1) (2) (3) (4)
VARIABLES Iprod_bean Iprod_bean Iprod_bean Iprod_bean
TEMP_JAN 0.0278 0.761* 0.282 -0.108
(0.422) (0.391) (0.712) (0.400)
TEMP_JAN2 35.29%** 15.00** 7.394 3.209
(10.14) (7.243) (4.667) (2.854)
TEMP_FEV -0.505 -0.384 -0.478 -0.684
(0.705) (0.451) (0.550) (0.420)

TEMP_FEV2 -13.01** -5.457 -2.230 1.377
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(4.708) (3.399) (2.952) (1.872)
TEMP_MAR 0.751** 0.0471 0.243 0.344
(0.295) (0.243) (0.505) (0.208)
TEMP_MAR2 -3.516 -1.906 -2.959 0.942
(4.961) (4.824) (5.818) (4.005)
TEMP_ABR 0.569* 0.265 0.265 0.274
(0.331) (0.314) (0.599) (0.344)
TEMP_ABR2 -4,998 2.740 1.926 -0.451
(3.703) (1.914) (3.945) (1.881)
TEMP_MAI 0.0483 -0.658*** -0.311 -0.132
(0.311) (0.165) (0.215) (0.158)
TEMP_MAI2 -9.453** -1.038 -1.491 -2.431%*
(3.738) (2.540) (2.398) (0.879)
TEMP_JUN -0.103 -0.248 -0.294 -0.0856
(0.187) (0.180) (0.188) (0.110)
TEMP_JUN2 -2.259* -0.632 1.422* 2.130%**
(1.275) (0.750) (0.712) (0.232)
TEMP_JUL 0.0349 0.0424 -0.135 -0.0560
(0.228) (0.0849) (0.165) (0.130)
TEMP_]JUL2 -0.850 -0.0252 -0.194 -0.517
(1.528) (0.396) (1.357) (0.623)
TEMP_AGO 0.0507 -0.102 -0.477 -0.0608
(0.170) (0.225) (0.403) (0.136)
TEMP_AGO2 3.037 0.929 0.0336 0.210
(2.060) (1.339) (2.195) (0.842)
TEMP_SET 0.279 0.0389 0.327* 0.215
(0.398) (0.221) (0.191) (0.151)
TEMP_SET?2 0.465 -0.251 0.889 -0.626
(2.929) (1.106) (2.065) (2.427)
TEMP_OUT -0.470** -0.272 -0.535 -0.584***
(0.219) (0.187) (0.345) (0.0930)
TEMP_OUT2 7.463* 0.907 -2.062 -0.700
(4.313) (2.105) (2.275) (1.959)
TEMP_NOV 0.405 -0.789** -0.479 0.264
(0.502) (0.358) (0.568) (0.442)
TEMP_NOV2 -10.78*** -5.589* -8.805%** -6.807%**
(3.581) (3.026) (1.800) (2.078)
TEMP_DEZ -0.259 0.716** 0.306 0.200
(0.187) (0.325) (0.553) (0.393)
TEMP_DEZ2 12.16* -5.568 -2.949 4.210**
(7.005) (4.801) (5.227) (2.033)
Constant 0.425%** 0.282%** 0.558%** 1.707%**
(0.0516) (0.0403) (0.0577) (0.0768)
Observations 21,356 21,356 21,356 21,356
R-squared 0.136 0.705 0.754 0.832
EF de Cidade Nao Sim Sim Sim
Year FE Nao Sim Sim Sim
STATE-YEAR FE Nio Nio Sim Sim
Controls Nao Nao Nao Sim

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 26 - Econometric Results - Precipitation - Coffe.

(1) (2) (3) (4)
VARIABLES Iprod_coffe Iprod_coffe Iprod_coffe Iprod_coffe
PREC_JAN -0.0425** -0.00332 -0.0267 -0.04871*+**
(0.0165) (0.0221) (0.0225) (0.0132)
PREC_JAN2 -0.0906* -0.0191 0.0124 0.0446**
(0.0470) (0.0496) (0.0358) (0.0175)
PREC_FEV 0.0791%** 0.0950*** 0.101** 0.0370**
(0.0174) (0.0228) (0.0384) (0.0133)
PREC_FEV2 -0.0584*** -0.0234 -0.0205 -0.00680
(0.0103) (0.0189) (0.0129) (0.00822)
PREC_MAR -0.0316 0.0173 0.0146 0.00323
(0.0207) (0.0178) (0.0229) (0.0111)
PREC_MAR?2 -0.0336 -0.0223 -0.000815 0.00603
(0.0247) (0.0171) (0.0271) (0.0132)
PREC_ABR -0.0789*** -0.0119 -0.0468** -0.0235

(0.0241) (0.0235) (0.0194) (0.0175)
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PREC__ABR2 0.0336 0.00373 0.0197 -0.00362
(0.0265) (0.00917) (0.0137) (0.0108)
PREC__MAI -0.0164 0.0275 0.00778 0.00920
(0.0188) (0.0160) (0.0106) (0.0137)
PREC__MAI2 -0.0163 -0.0334%** -0.0250%** -0.0135**
(0.0116) (0.00679) (0.00576) (0.00557)
PREC_JUN -0.0195 0.00173 0.0202 0.00265
(0.0140) (0.0109) (0.0169) (0.00754)
PREC_JUN2 0.0128** -0.000472 -0.00316 -0.00175
(0.00529) (0.00311) (0.00257) (0.00179)
PREC_JUL -0.0378*** -0.00204 0.0140 -0.00629
(0.00938) (0.0194) (0.00834) (0.0168)
PREC_JUL2 0.0137*** 0.00220 -0.000479 0.00200
(0.00287) (0.00292) (0.000806) (0.00297)
PREC_AGO 0.0121 0.0213* 0.0460 -0.00129
(0.0212) (0.0119) (0.0355) (0.00540)
PREC_AGO2 0.0247*** 0.00617** 0.00118 0.00334***
(0.00666) (0.00234) (0.00568) (0.000986)
PREC_SET 0.00853 0.0208 0.0249 -0.00997
(0.0377) (0.0330) (0.0476) (0.0298)
PREC_SET2 0.0110 -0.00694 -0.0121 -0.0116***
(0.0278) (0.00759) (0.00940) (0.00324)
PREC_OUT -0.0348 0.0632** 0.0702** -0.00699
(0.0321) (0.0251) (0.0280) (0.0147)
PREC_OUT2 0.0554*** -0.00261 -0.0157 0.00133
(0.0125) (0.00715) (0.0103) (0.00778)
PREC_NOV -0.0402 -0.04071*** -0.0559* -0.0528***
(0.0296) (0.0137) (0.0297) (0.0160)
PREC_NOV2 0.100** 0.0488* 0.0607* 0.0439**
(0.0425) (0.0236) (0.0302) (0.0187)
PREC_DEZ -0.0352 0.00225 0.0365 0.0301*
(0.0274) (0.0354) (0.0284) (0.0171)
PREC_DEZ2 0.00621 -0.00293 -0.0156 -0.00585
(0.0122) (0.0170) (0.0181) (0.00877)
Constant 0.412%** 0.592%** -0.484 -0.874**
(0.00794) (0.0383) (0.804) (0.319)
Observations 17,703 17,703 17,703 17,703
R-squared 0.136 0.494 0.543 0.785
EF de Cidade Nao Sim Sim Sim
Year FE Nio Sim Sim Sim
STATE-YEAR FE Nao Nao Sim Sim
Controls Nio Ndo Nio Sim
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 27 - Econometric Results - Temperature - Coffe.
(1) (2) (3) (4)
VARIABLES Iprod_coffe Iprod_coffe Iprod_coffe Iprod_coffe
TEMP_JAN 0.179 -0.381 0.326 0.400*
(0.132) (0.288) (0.213) (0.213)
TEMP_JAN2 -18.91** -16.73* -22.61%** -9.310%***
(8.628) (9.582) (4.024) (0.486)
TEMP_FEV 2.434%** 0.398 0.0913 -0.0775
(0.224) (0.449) (0.358) (0.230)
TEMP_FEV2 -20.71%** -14.25%* -9.268* -2.004
(6.217) (6.074) (5.247) (3.760)
TEMP_MAR -1.5571%** 1.365%** 1.164** 0.340
(0.379) (0.167) (0.518) (0.276)
TEMP_MAR2 12.10** 1.340 3.624 -3.181
(4.758) (5.711) (6.730) (3.635)
TEMP_ABR -0.747* -0.784* -0.591*** -0.0732
(0.374) (0.424) (0.153) (0.191)
TEMP_ABR2 19.37** -5.357** -1.855 -1.975
(8.858) (2.537) (1.981) (2.571)
TEMP_MAI 0.211 -0.830*** -0.463** -0.0355
(0.386) (0.245) (0.175) (0.156)
TEMP_MAI2 -9.159%** 1.593 -0.788 -0.494
(2.289) (2.565) (3.103) (1.983)
TEMP_JUN 0.408** 0.416 0.613 0.578**
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(0.162) (0.271) (0.476) (0.246)
TEMP_JUN2 -13.06%** -1.058 -6.648* -4.795*
(3.160) (4.279) (3.602) (2.382)
TEMP_JUL -0.342 -0.0761 -0.868* -0.356
(0.233) (0.289) (0.439) (0.251)
TEMP_JUL2 2.194 -0.871 3.110 1.783
(1.418) (1.924) (4.668) (2.205)
TEMP_AGO -0.218 0.414 0.843 -0.123
(0.289) (0.364) (0.555) (0.531)
TEMP_AGO2 -8.704** 4611 7.355%** 4.844%**
(4.067) (2.698) (0.819) (0.658)
TEMP_SET 0.0717 -0.300 -0.0971 0.0474
(0.180) (0.375) (0.180) (0.217)
TEMP_SET2 10.40%* 6.654** 2.988 2.329
(4.746) (2.413) (3.410) (1.960)
TEMP_OUT -0.659** -0.237 -0.515 -0.646**
(0.291) (0.375) (0.545) (0.295)
TEMP_OUT2 11.22% 2.930 -2.250 2.475
(5.391) (3.825) (2.091) (2.168)
TEMP_NOV -0.608 -0.470 -0.140 0.00907
(0.446) (0.409) (0.367) (0.205)
TEMP_NOV2 -13.06** -6.182 -2.395 -6.988
(5.621) (4.986) (6.305) (4.358)
TEMP_DEZ 0.762 -0.161 -0.0858 -0.102
(0.473) (0.387) (0.603) (0.117)
TEMP_DEZ2 9.133*** 15.26%** 5.579 7.399
(2.940) (4.839) (5.667) (6.149)
Constant 0.412%** 0.592%** -0.484 -0.874%**
(0.00794) (0.0383) (0.804) (0.319)
Observations 17,703 17,703 17,703 17,703
R-squared 0.136 0.494 0.543 0.785
EF de Cidade Nio Sim Sim Sim
Year FE Nao Sim Sim Sim
STATE-YEAR FE Nio Nio Sim Sim
Controls Nio Nio Nio Sim

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 28 - Econometric Results - Precipitation - Orange.

(1) (2) (3) (4)
VARIABLES Iprod_orange Iprod_orange Iprod_orange Iprod_orange
PREC_JAN 0.347%** 0.0216 0.0713** 0.0496**
(0.0610) (0.0302) (0.0313) (0.0203)
PREC_JAN2 -0.153*** -0.00700 -0.0192 -0.00964
(0.0228) (0.0104) (0.0154) (0.0103)
PREC_FEV 0.0850 -0.00408 0.0502 0.0234
(0.263) (0.0288) (0.0296) (0.0196)
PREC_FEV2 0.0241 0.0197 -0.00775 0.00289
(0.0976) (0.0219) (0.0284) (0.0175)
PREC_MAR -0.508** 0.0356 0.0290 0.0389*
(0.191) (0.0270) (0.0172) (0.0201)
PREC_MAR2 0.0552 -0.00257 0.00157 0.0113
(0.123) (0.0153) (0.0111) (0.00729)
PREC_ABR -0.323* -0.00157 0.0309** 0.0185
(0.172) (0.0152) (0.0115) (0.0285)
PREC_ABR2 -0.201* -0.0372 -0.0759** -0.0382%**
(0.0997) (0.0316) (0.0297) (0.0130)
PREC__MAI 0.145 0.000355 0.0143* -0.0118
(0.115) (0.0107) (0.00812) (0.0137)
PREC_MAI2 -0.266*** -0.00540 -0.0177** -0.00624
(0.0808) (0.00805) (0.00682) (0.00642)
PREC_JUN -0.116 0.0163 0.00612 -0.00926
(0.0700) (0.0105) (0.00719) (0.0160)
PREC_JUN2 0.117%** -0.00771 -0.00238 0.00715
(0.0376) (0.00497) (0.00167) (0.00648)
PREC_JUL -0.415%** 0.00630 -0.0241 -0.0235
(0.0455) (0.0136) (0.0152) (0.0155)

PREC_JUL2 0.0722%** 0.00674 0.00752 0.00907
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(0.0197) (0.00611) (0.00604) (0.00716)
PREC_AGO -0.0574 0.00219 -0.0177* -0.00441
(0.0397) (0.0111) (0.00987) (0.0148)
PREC_AGO2 0.0733*** -0.00246 0.00495 0.00228
(0.0198) (0.00808) (0.00614) (0.00192)
PREC_SET 0.00598 0.0300%*** 0.0346** 0.0206*
(0.0576) (0.0106) (0.0146) (0.0106)
PREC_SET?2 0.0154 -0.0329%*** -0.0224* -0.00595*
(0.0715) (0.0104) (0.0124) (0.00329)
PREC_OUT 0.00836 -0.0286 -0.0422 -0.0313
(0.0772) (0.0259) (0.0299) (0.0289)
PREC_OUT2 -0.116* 0.000399 0.00401 0.00188
(0.0597) (0.00642) (0.00738) (0.00696)
PREC_NOV -0.120 -0.0188 -0.0332 -0.0454
(0.114) (0.0257) (0.0261) (0.0284)
PREC_NOV2 0.101 0.0103 0.00435 0.00393
(0.0820) (0.0170) (0.0186) (0.0179)
PREC_DEZ 0.168*** -0.0298 0.00442 -0.0417**
(0.0439) (0.0237) (0.00531) (0.0201)
PREC_DEZ2 -0.207 %+ -0.0166** 0.00639 0.0179*
(0.0539) (0.00670) (0.00707) (0.00959)
Constant 3.551%** 4.603%** 5.124%** 5.146***
(0.0964) (0.0644) (0.0565) (0.157)
Observations 65,839 65,839 65,839 65,839
R-squared 0.481 0.923 0.932 0.950
EF de Cidade Nio Sim Sim Sim
Year FE Nao Sim Sim Sim
STATE-YEAR FE Nio Nio Sim Sim
Controls Nio Nio Nio Sim

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Table 29 - Econometric Results - Temperature - Orange.

(1) (2) (3) (4)
VARIABLES Iprod_orange Iprod_orange Iprod_orange Iprod_orange
TEMP_]JAN 10.97*** 0.765 0.626 -0.411
(2.482) (0.590) (0.640) (0.296)
TEMP_JAN2 11.01 6.586 8.965* -0.906
(16.51) (5.394) (4.359) (5.514)
TEMP_FEV 0.661 -0.944 0.553 -0.0313
(5.137) (0.554) (0.750) (0.413)
TEMP_FEV2 -37.40 4.823 1.429 5.845%*
(24.16) (5.362) (3.030) (2.217)
TEMP_MAR -2.326 0.554 -0.482 -0.0362
(1.653) (0.554) (0.415) (0.286)
TEMP_MAR?2 4.036 -10.27* -12.16%** -6.268**
(25.42) (5.886) (2.890) (2.933)
TEMP_ABR -16.03*** -0.483 -0.844 -0.791
(3.066) (0.320) (0.597) (0.653)
TEMP_ABR2 98.69*** 2.179 -4.228 -2.177
(20.23) (5.356) (5.518) (4.448)
TEMP_MAI 5.805%** 0.419 0.747%** 0.694***
(0.875) (0.335) (0.143) (0.108)
TEMP_MAI2 -21.08 -2.446 4.733 -1.271
(18.35) (6.094) (5.691) (3.661)
TEMP_JUN -5.635%** 0.0893 0.197 -0.168
(1.204) (0.172) (0.345) (0.320)
TEMP_JUN2 -19.05** -0.899 2.578 0.0116
(7.659) (1.691) (2.308) (2.801)
TEMP_JUL -4.156%** -0.127 -0.271 -0.164
(1.259) (0.128) (0.305) (0.190)
TEMP_JUL2 15.02%** -0.119 -3.461 -1.564
(3.721) (1.202) (2.445) (1.492)
TEMP_AGO 0.847 -0.165 0.0978 -0.136
(1.019) (0.169) (0.611) (0.261)
TEMP_AGO2 -20.41* -0.955 1.368 -0.976
(10.73) (1.200) (5.077) (2.687)
TEMP_SET 0.943 0.253 0.120 1.079**

(0.788) (0.230) (0.163) (0.420)
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TEMP_SET2
TEMP_OUT
TEMP_OUT2
TEMP_NOV
TEMP_NOV2
TEMP_DEZ
TEMP_DEZ2
Constant
Observations
R-squared

EF de Cidade
Year FE

STATE-YEAR FE

Controls

-2.259
(12.63)
6.410%%*
(2.240)
3.390
(16.62)
-10.65%*
(2.413)
7.792
(21.01)
0.443
(1.248)
-86.29%*
(33.72)
3,557 %
(0.0964)

65,839
0.481
Nao
Nao
Nao
Nao

1.795
(1.576)
0.248
(0.237)
4.760%
(2.096)
-0.447
(0.299)
-1.399
(3.361)
0.562
(0.343)
7.910
(7.339)
4.603%*
(0.0644)

65,839
0.923
Sim
Sim
Nao
Nao

2.234
(5.080)
0.423%*
(0.194)
1.918
(1.677)
-0.597%*
(0.179)
1.352
(2.389)
0.104
(0.244)
-4.102
(5.450)
5,124
(0.0565)

65,839
0.932
Sim
Sim
Sim
Nao

5.728
(3.386)
0.832%%*
(0.283)
-1.232
(1.097)
-1.599%%*
(0.462)
2.611
(2.885)
-0.536
(0.494)
-9.279
(5.802)
5.146%
(0.157)

65,839
0.950
Sim
Sim
Sim
Sim

Robust standard errors in parentheses
*** p<0.01, ** p<0.05, *

Table 30 - Direct Impacts of Climate Changes on the Selected Cultures by State (in RS billions of 2018).

RCP 2.6 RCP 8.5
State
Sugarcane  Soybean Maize Bean Coffe Orange Sugarcane  Soybean Maize Bean Coffe Orange
-R$ -R$
AC -R$179.24 -R$8.69 R$0.00 - 592.83 -R$10.98 |[-R$ 736.21 [[-R$298.66 [| R$0.00 - 2,099.68 -R$54.72
AL || RS ot R$ 0.00 -R$46.85 -R$88.34 R$0.00 i i R$ 0.00 -R$93.57 |[-R$465.90 || R$ 0.00
5,987.53 4,321.74 : : : : 28,482.26 | 33,020.45 : : : :
-R$ -R$ -R$
AM || -R$269.48 185.06 R$ 0.00 -R$58.67 -R$36.82 -R$10.15 1016.63 130415 R$0.00 -R$106.79 || -R$ 112.64 || -R$ 25.88
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Direct, Indirect and Total Impacts under the Brazilian Economy.
Table 30 - Direct, Indirect and Total Impacts under the Brazilian States (in millions of R$, 2018).

State |RCP26 RCP 8.5
are Direct Impact Indirect Impact || Total Impact Direct Impact Indirect Impact | Total Impact
AC -R$ 547,68 R$ 99,64 |-R$ 448,03 |[-R§  1.676,36 -R$ 287261 |[-R§  4.548,96
AL -R$  10.444,45 -R$  5.605,02 [|-R$ 16.049,48 -R$ 62.062,18 -R$  13.607,29 |[-R$ 75.669,47
AM -R$ 560,18 R$ 293,26 [-R$ 266,92 [-R$  2.566,09 -R$  28.030,72 |[-R$ 30.596,81
AP -R$ 19,62 -R$ 17,90 |[-R$ 37,52 ||-R$ 86,89 -R$ 277434 |-R$  2.861,22
BA -R$ 34.676,39 R$ 1.714,85 [-R$ 3296155 |-R$ 125.092,32 -R$ 7391043 [[-R$ 199.002,75
CE -R$ 245911 -R$  4.313,33 |-R$ 6.772,44 |-R$  9.715,69 -R$ 3292101 |[-R$ 42.636,71
DF -R$  2.077,28 -R$ 854,95 [|-R$ 2.932,23 [[-R$  9.003,35 -R$  47.02599 [[-R$ 56.029,34
ES -R$ 12.707,10 R$ 1.301,53 [-R$ 11.40557 [[-R$ 54.803,18 -R$  30.303,60 [[-R$ 85.106,78
GO -R$ 54.543,62 R$ 16.095,29 | -R$ 48.448733 |-R$ 300.807,12 -R$ 54.731,02 |-R$ 355.538,14
MA -R$ 10.817,86 R$ 1.066,46 [-R$ 9.751,39 |[-R$ 50.791,66 -R$ 1697571 |[-R$ 67.767,37
MG -R$ 106.234,15 -R$ 25.392,61(-R$ 131.626,76 |-R$ 497.150,60 -R$ 155.499,69 |[-R$ 652.650,29
MS -R$ 39.982,19 -R$ 868,75 [|-R$ 40.850,94 [|-R$ 242.947,97 -R$ 25.253,17 [[-R$ 268.201,14
MT -R$ 67.005,71 -R$ 60.434,71 |-R$ 370.312,12 -R$ 38.901,97 |[-R$ 409.214,09
PA -R$  4.217,54 R$  4.312,00 -R$  16.595,78 -R$ 25.823,60 [[-R$ 42.419,38
PB -R$ 3.460,16 -R$  1.272,70 |-R$ 4.732,85 [-R$ 15.416,83 -R$ 1242580 |[-R$ 27.842,63
PE -R$  7.624,18 -R$ 5.346,89 [|-R$ 12.971,06 |-R$ 36.334,25 -R$ 40.499,46 |[-R$ 76.833,71
PI -R$ 5.489,76 R$ 36885 [-R$ 5.12092 [-R$ 23.420,33 -R$  9.29836 [[-R$ 32.718,69
PR -R$ 88.717,29 R$ 949,75 [-R$ 87.767,53 |-R$ 523.188,61 -R$ 127.388,13 |[-R$ 650.576,74
R] -R$ 767,49 -R$ 7.556,11 |-R$ 8.323,60 [-R$  6.083,95 -R$ 179.496,39 ||-R$ 185.580,34
RN -R$ 1.550,68 -R$ 934,07 |-R$ 248475 [-R$  7.303,95 -R$ 17.345,04 |[-R$  24.649,00
RO -R$  3.296,80 -R$ 89554 [|-R$ 4.192,34 [-R$ 17.789,65 -R$ 10.57698 |[-R$ 28.366,63
RR -R$ 126,26 -R$ 12,94 |[-R$ 139,21 ||-R$ 508,12 -R$  2.087,15 |[-R$  2.59526
RS -R$ 30.140,97 IRSINZA75200] -R$ 22.965,77 | -R$ 177.283,02 -R$ 119.697,02 [-R$ 296.980,04
SC -R$ 15.101,05 -R$  1.249,09 [|-R$ 16.350,13 [|-R$  74.944,40 -R$ 69.791,52 ||-R$ 144.735,93
SE -R$  3.098,73 -R$  1.964,48 |-R$ 5.063,21 [-R$ 11.912,87 -R$  10.783,59 [|-R$  22.696,46

SP |*R§I34700,89[ -R$ 68.822,66 | -R$ 203.523,55
TO -R$  6.526,44 -R$ 242,86 |-R$ 6.769,30 [-R$ 31.189,24 -R$  6.71391 |[-R$ 37.903,15
TOTAL [[-R$ 646.893,57 -R$ 95.402,05 [-R$ 742.295,62 [[-R$ 3.700.643,83 -R$ 1.779.302,44 |[-R$ 5.479.946,28 |
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1063 THE IMPACTS OF BLACKOUTS ON MICRO, SMALL MANUFACTURING

ENTERPRISES PERFORMANCE: EVIDENCE FROM INDONESIA

ABSTRACT

Indonesia, home to more than 3.5 million micro-, small-sized enterprises (MSEs) in the manufacturing industry, is
struggling to provide reliable electricity supply in some regions. While some people may be pessimistic on the role of
MSEs in the economy, in Indonesia MSEs are essential mainly because they create large employment and are among
priorities of the Indonesian government. Nevertheless, little is known about how blackouts affect MSE’s performance.
This paper estimates the impact of power blackouts on the productivity of Indonesia’s manufacturing MSEs. We employ
a pseudo-panel dataset covering six cohorts and 21 PLN-electricity company working areas for the period 2010-2015.
The pseudo-panel data are constructed from repeated cross-sectional surveys on MSEs by grouping enterprises into
cohorts based on factor intensity (labour, capital and resource) and size (micro, small), then tracking them over time.
Our identification strategies involve examining blackouts determinants and controlling for factors that potentially affect
productivity and are potentially correlated with blackouts. We find that under-investment in the power sector and PLN
poor governance are among reasons why Indonesia has blackouts. We then use these factors as instruments for blackouts
and conduct IV dynamic-panel fixed effects estimations while controlling for cohort characteristics, infrastructure, and
weather factors. The IV estimates suggest that blackouts reduce the average labour productivity by 5.5 percent. This
result robust to a set of robustness check.

Comparing the IV results with those of dynamic-panel FE estimates, we find that instrumenting blackouts helps to
address endogeneity problems. Moreover, this study shows that adopting a captive generator, as one way to cope with
unreliable power supply, is positively associated with productivity. MSEs that have a captive generator are benefited
more when the power supply is poor. With this in mind, it is crucial to improving PLN electricity supply reliability. This
paper also provides a discussion on the role of the government in addressing blackouts problem, such as by the
introduction of a regulatory initiative. Our findings will be able to assist policy makers to prioritize relative to other
economic disadvantages that MSEs face. To our knowledge, ours is among a few paper that uses extensive data on MSEs
and provides the first known estimates of the impact of blackouts on MSEs in Indonesia. The estimates add to findings
from other countries, which mostly focused on larger firms.
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1277 SOCIAL INTEGRATION: INDIVIDUAL SOCIAL CAPITAL FORMATION AND

THE STATE IDEOLOGY INDOCTRINATION COURSES IN INDONESIA

Rus’an Nasrudin, Budy P. Resosudarmo
Arndt-Corden Department of Economics, Crawford School of Public Policy, Australian National University

ABSTRACT

Indonesia is the largest archipelagic and multi-ethnic country in the world that has been facing a challenge to glue the
nation together across various ethnic groups and well spatially distributed. The Soeharto regime had implemented a state
ideology courses that taught norms and values of the social capital element which considered by scholars as the most
pervasive effort in Indonesian history. This paper investigates the potential role of the Indonesian state ideology
indoctrination courses during the period 1978-1998 on the long-run development social integration by mean of
individuals’ social capital formation. The reform in 1998 offers a setting to exploit a fuzzy regression discontinuity design
focused on the effect of the termination of the courses on social capital. The results suggest that the course had limited
impact on the individual social capital of. While it is shown that the expected adolescence period’s participation is
statistically significant between control and treatment cohort, the course the course did not alter changes in the
individual social skills and social capital measures. Citizens aged 13 or older in 1998 who were exposed to the courses
do not have statistically different social capital measures compared to citizens aged 12 or younger in 1998. The results
are robust to the use of various bandwidth, the inclusion of predetermined socio-economic outcomes, and subsampling
the observation by gender and location. The results suggest that the role of state ideology indoctrination courses of the
type seen in Suharto’s Indonesia might on social integration be limited. The implication for a policy context is that a
further refinement is needed for any similar proposed program in the future both in Indonesia and elsewhere in the
world with a similar background.

Keywords: state ideology courses, social capital, Indonesia
JEL Classification: D71, 125

1 INTRODUCTION

Is it possible to build the element social capital at the individual level? A large body of literature empirically tests the
importance of community development program to build social capital acknowledging the notion of social capital as a
measure at the community level (Dale and Newman 2010; Olken 2010; Torres-Vitolas 2017; Woodhouse 2001; Woolcock
and Narayan 2000). More rarely it investigated how social capital formation is formed at the individual level (Glaeser
2001). Our investigation is about the potential role of education on individual social capital. Our focus is an individual
educational experience that promotes collective action and so creates social capital at the individual level during their
adolescence. Specifically, we test the impact of students' exposure to state ideology courses in Indonesia within the
period of New Order Era on their social skills or personality traits related to social capital such as openness, extraversion
and trust. The investigation will complement the mainstream analysis of return to education which often focuses on
labour market outcome. Also, it will serve as cost-effectiveness analysis of the type of program for social capital formation
against the standard social capital formation at the community level.

Social capital influences the key economic outcomes, such as poverty (Cleaver 2005; Narayan and Pritchett 1999), income
(Zhang and Anderson 2011) and food security (Levien 2015; Martin et al. 2004). Beyond what is known as standard
physical capital, the notion of social capital has demanded attention in the development analysis due to its nature of
participatory, sustainability and the contextualization of the social dimension of development (Bebbington et al. 2004).
Despite the important role of social capital for economic development, the definition and concept of social capital itself,
however, have been evolved and covered a wide range of views and interpretations.

One of the definition, among others, is by Pierre Bourdieu: "the aggregate of the actual or potential resources which are
linked to possession of a durable network of more or less institutionalised relationships of mutual acquaintance or
recognition" (Bourdieu 1986). Other scholars emphasise the element of possession of social ties and collective action as
the definition of social capital (Bloch, Genicot, and Ray 2007; Fukuyama 2001). Or, social capital simply can be defined as
community resources that increase the welfare of that community (Glaeser 2001). The bottom line of the role of social
capital is thus can be inferred coming from collective action’s function in improving efficiency (Ostrom 1994).

Indeed, some empirical tests, have shown that collective actions improve social outcomes by correcting market failures
such as correcting information asymmetry for local decision making (Olken 2010) and monitoring local governance for
public goods provision (Olken 2007) and improve social targeting precision (Alatas et al. 2012). The role of social capital
is also found in securing income fluctuation by informal insurance from friends, neighbour and the community to
maintain welfare (Munshi and Rosenzweig 2016).

Specifically, empirical studies also show that individual social capital plays a significant role to improve food security.
These include improving food availability (Matuschke and Qaim 2009) and improving income-the economic access to
food (Narayan and Pritchett 1999; Simmons, Winters, and Patrick 2005) or establishment of food banks for the
nutritional need of hungry people (Riches 2002). The author shows that the size of the individual social network
increases their likelihood to adopt a more productive seed after isolating the peer effects among wheat farmers in India.
Matuschke and Qaim (2009) demonstrates the evidence of the causal impact of village social capital on agricultural
income and largely through the adoption of improved agricultural practices and better access to insurance in Rural
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Tanzania. Still in the context of agricultural income improvement; Narayan and Pritchett (1999) show that participation
in contracts farming induced by association with the farmer's social group yields better income than not participating.

There has been abundance literature examines the role of social capital on social outcomes. However, the opposite, the
analysis that puts social capital on the left-hand side, i.e. a question about social capital formation is relatively thin. One
among few is the framework introduced by Glaeser (2001) who postulated the investment toward individual social
capital as an analogue to investment in individual human capital. He suggests two possible intervention to promote social
capital formation at the individual level: (i) education and (ii) environment, i.e. ethnicity heterogeneity. The conventional
view of community-level social capital formation, on the other hand, is in favour of the community development-type
intervention. This approach argues that social capital is an aggregate outcome at the community level which can be
enhanced by stimulating the community to perform a collective action. Conventional community development programs
take a form such as Kecamatan Development Program (KDP) in Indonesia (Prasta et al. 2004) and Prodepine in Ecuador
(Bebbington et al. 2004). These programs, however, is not free from criticism and caveats resulted from some project
implementation. The program has the mixed result whether it promotes community social capital (Labonne and Chase
2011), has limited ability to maintain local social structure, and results in other problems such as corruption such as elite
capture (Woodhouse 2001) or unfavourable to the vulnerable group (Torres-Vitolas 2017).

This article emphasises the role of the specific type of education to build individual social capital. The argumentation is
coming from the fact that the size of resource dedicated to the program was not trivial and account for opportunity cost
of time for students for other beneficial activities. Moreover, the unintended positive effect of education on social capital
is thinly examined. Ifinvesting the public fund through education also could create improvement in other social outcomes
by social capital; we need to take it as another form of the return on this specific education. In contrary, if the program is
not effective, a refinement of the design and lesson learned from the program itself is the worthwhile investigation.

Education in general or in a specific form such as citizenship education or moral education is one of the non-targeted
programs that could play a role in enhancing, for example, food security through a social capital variable. The programs
have a clear consequence on individual views on society, civic engagement and their political view (Heggart 2015; Print
and Coleman 2003). These individual attributes are the elements of the social capital about the possibility of conducting
a collection action, at the individual level.

The main question addressed in this article is whether the state ideology indoctrination courses seen in Indonesia’s
Soeharto era had an impact on individual social capital. Indonesia is among countries in the world which experienced a
natural experiment. It is exposing adolescence period with the strong social environment that differ with the rest of time
of their life. Other countries are China with its national movement to send urban junior and senior high school graduates
to rural areas (Gong, Lu, and Xie 2015; Meng and Gregory 2002) or some post-Soviet countries with the communist
environment (Alesina and Fuchs-Schiindeln 2007; Nejad and Kochanova 2017). Indonesia introduced a pervasive and
intensive effort in promoting citizenship education in the 1980s followed by an implementation of state ideology
(indoctrination) courses known as P4. The P4 program in Indonesia, with the translation of "The Guidelines for
Understanding and Practices of Pancasila (the state ideology)" is a program aimed at standardising citizen's
understanding of the state's ideology during the New Order Era (Nishimura 1995). Among citizenship education appears
in many developing or developed countries, P4 is notably as one of the programs with massive support devoted to it. The
amount of budget dedicated is as comparable to Soviet's Communist Agency.

The unexpected discontinuation of P4 training in 1998 due to the political reform (reformasi) provides a natural
experiment that allows us to test the effect of the program on individual social capital. The birth cohort exposed and non-
exposed at around the cut-off year of a birth cohort of the discontinuation is valid treatment and counterfactual group to
test the long-run impact of the courses taught in the P4 program on elements of individual social capital.

The result suggests that the program effect does notlastin the long-run to affect individual social capital. While the course
increases inter-faith and inter-ethnic trust, the course did not alter changes in the level of trust for practical matters and
civic participation. The channel analysis supports the main outcome analysis. Indeed, the program did not change any
latent personal skills related to social capital. The measures of extraversion, openness and trust are not different between
the treatment and the control group. Also, the heterogeneous impact estimates show that it is a bit clearer for a
subpopulation living in urban with idea level outcomes but not practical-related outcomes. It suggests that a combination
of the course itself and the real-life facilitating environment could make the program is more effective. We conclude that
the role of state ideology indoctrination courses of the type seen in Suharto's Indonesia on the individual social capital
formation is limited. It will be limited to general social capital formation but relatively effective for promoting bridging
social capital at the cognitive level. We infer that the non-targeted program's (within the area of education) role to build
individual social capital, in the long run, is limited. This finding contributes to the literature into a debate whether the
government can affect the formation of social capital through education.

This study is different to the previous literature in the sense that we focus on the large scale and education-embedded
intervention to build individual social capital. Education is merely not intended as the substitute for a community
development project-type approach to building social capital, but rather as an alternative perspective to compare ‘a cost-
effective’ sense between the two approaches. The rest of the paper is 142rganized as follow. Section 2 explains the
framework and background of the (P4) program, Section 3 formulates empirical strategy, Section 4 describes the data,
Section 5 presents the results and Section 6 concludes.




Proceedings | 12" World Congress of the RSAI | ISBN 978-989-54216-0-2
2 FRAMEWORK AND BACKGROUND

2.1 Social Skill Formation at Adolescence Time

We outline the stock of individual elements of social skills (Xt) formation in the spirit of (Cunha and Heckman 2007) as
the following. Xt comprises both cognitive (such as a knowledge that one should trust others) and non-cognitive skills
(such as extroversion and agreeableness). Let assume that Xt is formed in a multistage technology during individuals'
period in the life cycle for example early childhood, adolescence, adulthood, etc. and each stage can have different
technologies. The input in every stage are a parental investment, schooling, social environment, individual investment
(such as participating in the social club) or policy intervention to produce outputs i.e. social skills at the next stage. The
production function of such skill at time t is

Xewr = filXe 1) (1)
For all past inputs, the current stock of social skills for individual born with the initial condition of
X1is

Xey1 = Xy 1) (2)
We further assume a positive and diminishing return on investment in every stage, i.e. the production function ft is
increasing and concave with respect to It. However, every stage may have different productivity, such as the same non-
cognitive skills investment made at adolescence yields higha er return than at adulthood. If period t* is a 'golden period'
for producing non-cognitive skill Xt+1, then holding other constant, intervention that affect this outcome are more
profound than in other stages (s # t).

X4y dXe 4

al, a f,'

,foralls #t 3)
In an empirical application, we test the assumption that there a possibility of interaction between

inputs over time. For example, the education intervention could yield higher Xt+1= inter —ethnic trust for individuals
with better past inputs such as living in more heterogeneous ethnic than individual with the homogeneous environment.
There would be also other input that matters such as gender dimension and parental investment for the interaction
assumption. In this study, we test the gender interaction dimension as well. The opposite effect could also arise such us
social tension arises from ethnic diversity. In Indonesia, ethnic tension in not surprising events such as in Maluku
Province, hence, we test the possibility of such ethnic heterogeneity effect toward to the extent the lasting of the program
effect.

2.2 Background

In 1978, the Indonesian government governed by late President Soeharto introduced a state ideology indoctrination
course in Indonesian education system. Preceded by the compulsory education program in 1974, the government
emphasise the program’s importance by the massive school construction (Duflo 2001). The New Order government at
the time, took the opportunity of a period of change of social-political from Soekarno regime. The government attempt to
include the new 'interpretation’ of the state ideology as teaching materials in schools, not only public but also a private
school. They tried to ensure the state ideology became citizen's social norm and values inherently (Nishimura 1995).

The practical guidance of the state ideology which consists of 36 items derived from the five pillars of the state ideology,
Pancasila, was used as the material of education (indoctrination). Some of the items in P4 emphasise the norm to enhance
social engagement, trust, and collective actions which are the elements of social capital. The program was abandoned in
1998 at the same time of the fall of Soeharto regime along with the demand for national reform, the reformasi. Therefore,
from 1978 to 1998, any Indonesian citizen entered formal education at junior, senior high school and university, i.e.
adolescence period, was likely participating in a week, intensive workshop, known as penataran P4. Some scholars
acknowledge that the training was also expanded in the non-education sector on an ad- hoc basis for civil servant recruit
orientation days, farmers' association events and so on (Nishimura 1995), however, this paper does not focus on this
type of program due to its difficulty to identify the participants.

We argue that this workshop can form long-term individual's social skills not only because it contains norms and values
encouraging collective actions but also it happens at the 'golden time' period, i.e. adolescence time and in a ‘well-
supported environment’. The program was so intense in the sense that it supported by a strong environment of the
dictatorship government which was fully backed up by the military. The social environment situation, for example, is
illustrated by most of the media campaign were engineered by the regime to support the regime’s development program
effectiveness (G. J. Aditjondro 1994; G. Aditjondro and Kowalewski 1994). For these reasons, one would expect a quite
effective effect to cast individual’s non-cognitive skills. [t was politically incorrect for Indonesian in the New Order period
to criticise the norms and values during the course, otherwise social sanction will apply. The program, thus, is considered
as a massive and intensive effort seen in the history of Indonesia. Our word frequency analysis on the P4 text shows that
words such as attitude, cooperation, respect, mutual and unity are among words that appear in the most twenty percent
word repeated in the text (Table 1). In addition to this, the jargon (gotong-royong) which means collective action and
(Bhinneka tunggal ika) which means unity in diversity is also considered as a phrase that frequently used during the
courses.
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Table 1. Summary Statistics

IFLS 5 Conmrel (P4 Training=}  Treatment (P4 Training=1) Total
Variahles mean sd #ofobs. meam  sd mean  sd #af obs
Gender (male=1} 045 050 1558 044 035D 045 030 5130
Age B34 176 1558 3045 128 M4 1387 5130
Year of Schocling 036 342 1515 1187 148 1072 320 5068
Location(Trban=1) 051 050 1558 064 048 2572 0358 049 5130
Religion
Islam 021 029 1558 080 030 09y 030 5130
Catholic 003 018 1558 004 020 o4 019 5130
Protestant 001 008 1558 001 o011 001 010 5130
Hindu 005 022 1558 005 021 005 021 5130
Buddha 000 003 1558 000 04 0ok 004 5130
Social Skl Index 004 039 1558 003 037 -001 038 5130
Trust Index. 04 043 1558 004 041 004 04z 5130
Social Participaton Index 010 010 1558 011 Q.10 010 010 5130
Predetermined socip-ocomemic ouicome af are 12
Humber of Room in the house 3481 135 1558 3w 174 2571 379 145 5119
Household size in person 600 227 1557 601 1358 2572 601 243 5119
Biclogical parents still married 091 029 474 082 027 2402 091 028 4064
Live with biclogical mother 125 083 1558 125 092 2572 127 094 5130
Live with biclogical father 140 108 1558 138 108 3 13% 108 5130
Have electricity=1 071 045 1558 083 038 2572 077 o042 5130
Have Piped Water=1 015 034 1558 019 038 2572 01T 038 5130
Have Pumped Water=1 015 038 1558 021 o041 2572 02 040 5130
Have Well Water=1 045 0350 1558 044 030 2572 046 050 5130
Have Mineral Water=1 002 013 1558 002 014 5 ooz 013 5130
Household head is self-emp =1 025 043 1558 021 041 2572 023 04z 5130
Household head is pov. emp.=1 006 024 1558 013 034 2572 01 029 5130
Household head is private emp=1  0.17 037 1558 019 038 2572 018 038 5130
SUSENAS 2012
Variahles
GenderMale=1) 048 03 17010 048 05 11422 048 035 IM439
Age 2524 193 17010 2832 113 11429 2715 1 139
Location(Urbar=1) 037 048 17010 0354 05 11422 043 05 IB439
Year of Schoolinz 826 4325 17000 1068 340 11429 044 408 28439

Despite this strong circumstance to support the existence of the long-term effect, the euphoria arises aftermath the
program termination to disregard and abandon all life aspects associated with the New Order since the reformasi can
against the direction of the long-term effect. This euphoria could undermine the impact as the euphoria effect offsets the
build-up effect. We take into account this consideration and interpret the estimate as the lower bound of the treatment
effect.

3 EMPIRICAL STRATEGY

3.1 General Framework

P4 introduction in 1978 and its unexpected discontinuation in 1998 both were a natural experiment which provides an
opportunity to implement a regression discontinuity design. In 1978, the regime pervasively introduced the program for
the whole citizen started with the civil servants and government official. In 1998, the program was forcedly stopped due
to the political reform, the reformasi. The discontinuation, especially, provides an exogenous shock as none of Indonesian
anticipated this termination event. Thus, the birth cohorts belong to the implementation period are the treatment, and
the cohorts belong to pre and post-program are the counterfactual group of the program.

Therefore, there are two options of cut-off for an RD design, the year of 1978 and 1998. The year of 1998 setting is less
problematic for RD setting than the year of 1978. The introduction of P4 in 1978 was confounded by other major policies
such as massive school construction (SD INPRES started in 1973) and compulsory education program (WAJAR)
announced in 1984). These policies' effect, was deemed to be asymmetrically applied only to the treatment cohorts and
not the control cohort. The cut-off will represent multi-treatment than the only P4 program. As for the case of the year
1998 cut- off, it seems less confounding appeared. As mentioned above, there had been euphoria to disregards norms
and values associated with the New Order era. The euphoria seems to be uniformly experienced by most adult Indonesian
who witnessed the reform, but not for young Indonesian. Its relevance to our analysis is that the euphoria will not
invalidate our comparative analysis of the
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program effect as long as we do not mix the control group with young Indonesian who did not acquire the euphoria. In
another word, the correct use of bandwidth will be crucial for comparability purpose. Also, other event accompanied the
political turmoil was the 1998 economic crisis that might also confound the estimate. We argue that the bias due to this
case is less pronounced as the economic crises’ effects are at national level and it should be symmetrically distributed
across all cohorts.

To our best knowledge, there is no survey data that asked individual participation in the P4 program. Fortunately, the
age and education specific component of the natural experiment provides us with the opportunity to extract available
information in the survey data to reveal the expected, not the actual, treatment status of an individual. If an individual
happens to be in the first year of junior, senior high school or university level during the period 1978-1998, put aside
absenteeism at the time of the workshop, he/she should have participated in the program, i.e. treated. Under this
approach, therefore, what we measure is the intention to treat-effect (ITT) and not the actual treatment on the treated-
effect (ATE).

Accordingly, the set-up of a fuzzy-regression discontinuity is the following. In the first stage, we estimate the probability
of individual being in either treatment or control group Di on a dummy equals one if the normalised birth cohort is above

the cut-off and 0 otherwise Ti. In the second stage, we estimate the outcome variable (i.e. social capital measure Si) on?:

. The estimating equations is defined as:

First stage: D; = a + BT; + f(yob;) + &; (4)
Second stage:S; = y1 + 6D, + f(yob;) + & (5)

and f(yobi) is the polynomial function of the birth cohort (the running variable).

An indicator of whether an individual belongs to above or below the birth cohort cut-off serves as an excluded instrument
in the two-stage least square (2SLS) regression of expected participation in the program on the outcomes (Aguero and
Bharadwaj 2014; Klaauw 2002; Parinduri 2016). In our dataset context, the birth cohort before and after the program
implementation exclusively affects the formation of individual social capital through their expected participation in P4
training. Given the fact that we produce a very high F-test when we implement this setup, we also run a sharp RD design
of the following which does not alter significant changes in the estimated coefficient. The large F-test is as a result of
perfect prediction for the treatment coefficient () for T=0 but not for T=1 or because perfect compliance was detected
on atleast one side of the threshold. This case is applied when we use the national representative survey data (SUSENAS),
but not when we use IFLS 5 data .

S; = v2 + 6T; + f(yob;) + &3; (6)

3.2 Estimate Particulars

Running variable and cut-off definition. Indonesian government changed the start of academic calendar from January
to July in mid-1978 (Parinduri 2016), just at the same year when the P4 program was started. Accordingly, the academic
calendar during the period of P4 implementation, i.e. the period of 1978-1998 follows July to August of the consecutive
year-scheme. Furthermore, Indonesia's education system requires child aged minimum seven years old in July for
elementary school admission. Thus, to approximate a time when an individual's spent for their first year in either the
junior high school, senior high school or university, we employ information of the date of birth, what age did they enter
each school level, and their education profile, i.e. school level completed. From this information, we can extract whether
the time spent was within 1978-1998 in which P4 was implemented.

We define the running variable as the quarter birth cohort with the normalised value (equals to 0) at 1985-Q3 (third
quarter). We also reverse the values for ease of graphical representation. The P4- program was discontinued in 1998 and
the standard starting year for junior high school is 13 years old. Consequently, if individuals entered school with no early
admission and younger than 13 years old in 1998 (born in 1985 or later) should not experience P4-program and in
contrary, those who born before 1985 with no delay in school admission, should participate the P4 program. Their
expected exposure to the program is conditionals to the education level experienced.

Optimal bandwidth. As it is general in RD design, greater bandwidth leads to greater efficiency but at the risk of
including the observations that are not comparable. We calculate the optimal bandwidth using data-driven bandwidth
selectors based on the recent work of Imbens and Kalyanaraman (2012) and (Calonico, Cattaneo, and Titiunik 2014).
Then we interpret the optimal bandwidth by the circumstance of treatment intensity and cohort effect. The data-driven
selectors provide justifiable optimal bandwidth on this ground. We separate the calculation of optimal bandwidth for
each group of treatment category accommodating the possibility of differences in characteristics due to age. Then we
take the minimum as suggested by Imbens and Lemieux (2008). To check the sensitivity of the result to the choice of
bandwidth, we conduct the estimates with bandwidth from %% - 5 to A% + 5.

Standard error. The standard errors in the estimates are clustered at the birth cohort level to rule out the sampling
error and obtain a conservative statistical inference.

Falsification tests. We do some falsification tests including the density-manipulation test (Cattaneo, Jansson, and Ma
2016) and using different cut-off, i.e. by omitting the observation with a year of birth 1985 and 1984. We follow the
approach of Aguero and Bharadwaj (2014) for this falsification test.
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Selection to education. The participation of the P4 program is a selective mechanism through education. In this context,
there is a potential unobserved confounder of ability if we use the OLS approach for equation 6. Ability and individual
social capital are likely to be correlated. Thus a selection to education might create bias due to the presence of ability bias
as a standard problem in estimates dealing with education (Willis and Rosen 1979). However, the fuzzy RD setting
ensures that ability in ¢, is not correlated with £$. Therefore, the selection to education is solved using birth cohort as
the instrumental variable as in the fuzzy RD setting.

Varying Treatment Intensity. The combination of education specific component of the program and age makes a
heterogeneous treatment intensity. Individual P4-training dummy of Di masks three cases of treatment intensities: an
individual with one, two and three occasions of experiencing P4 training.

These three cases correspond to the group of individuals aged 13 to 15; aged 16 to 18; and aged 19-22 respectively due
to their education level in 1998. Individual aged 13 to 15 were only able to get once P4 training even though they can
pursue to higher education as the program terminated in 1998. It is not the case for two other groups of older individuals.
The use of P4-training dummy has not incorporated these varying intensities. Hence, to incorporate the heterogeneous
treatment intensity effect we use a standard fuzzy estimate with an interaction term (Stancanelli and Soest 2012).

4 DATA AND VARIABLE

We use both Indonesia Family Life Survey (IFLS) 5 of Rand Corporation, the latest wave of the longitudinal survey and
SUSENAS Social and Culture Module data (2012) of National Bureau of Statistics (BPS) nationally representative sample
of the Indonesian population. The datasets contain information on social capital and cohort of birth which allows us to
perform the analysis. The IFLS data, especially, has the advantage to construct a finest running variable at the date of
birth whereas SUSENAS at the year of birth only. On the other hand, SUSENAS is rich in the size of observation as it covers
all of the Indonesian provinces than IFLS which only covers thirteen provinces. Both datasets are used for robustness
purpose.

The treatment status and running variable. The treatment status (intention to treat) is equal to 1 if an individual
experience first year of junior high school, senior high school or university level during the period of 1978-1998 and 0
otherwise. We impute this value from education-section of the survey combined with the information on year of birth,
specifically from the question 'what age did you enter [junior high school/senior high school/University]' combined with
the information of the birth of date in IFLS. In SUSENAS, however, we can impute the expected treatment status only from
age and education profile, i.e. at year level. Hence, we have two different sets of running variable: birth quarter in IFLS
and birth year in SUSENAS.

Outcome variable. We utilise three sections of IFLS 5 data: section personality (PSN), section trust (TR) and section
community participation (PM) to generate the outcome variables. We divide the program effect into two parts. The first
order-effect which covers effect on personality trait (section PSN) or we call it social skills (X") in our theoretical
framework; and the second order-effect which

includes individual trust (section TR) and individual social participation in club or group at the community level (section
PM). All of these outcomes for second order-effect are considered as part of bridging social capital. Again, we relate the
personality trait variable with the P4 program by the fact that P4 program in the context of our study happened in the
adolescence period. Personality trait are formed throughout multiple stages over the life cycle and there are noticeable
changes at different points of life such as early childhood, early adolescence and early adulthood (Roberts, Wood, and
Smith 2005; Skirbekk, Blekesaune, and Staudinger 2015; Soto and Tackett 2015). Our main interest is to look at the
program effect on personality trait which unravel the main program effect. Thus, we follow the analysis to look at whether
at the more downstream outcome such as trust and community level it matters or not.

Section personality (PSN) of IFLS 5 becomes available in the latest wave of IFLS but not the previous waves. It covers
fifteen questions related to the five-factor model. The five-factor model is a well- accepted taxonomy of non-cognitive
skills that has been widely used in the recent psychology and economics literature. Elements in the five-factor model are
considered as the individual trait that strongly determines social outcomes jointly with social capital. In the case of job
market finding, for example, Baay et al. (2014) argue that the big five personality factors cause some individuals to use
their network more intensively or effectively than others. For each factor, IFLS-5 asks three questions on a five-point
Likert-type scale, with one indicates being strongly disagreed and five indicates strongly agree. We rescale some question
to make it parallel with others and compute an averaged z- score for each of the five factors. We use the factor of
extroversion, openness to experience and agreeableness are social skill at individual personality trait that we argue as
the element of individual social capital. The summary statistics of key variables and pre-determined variables are
presented in Table 2.

Table 2a. Questions to assess social capital measure in IFLS 5 data
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sures IFLS § Sexvey Qu
Pasozal Skill Factor Bow monch you agree or disazes with sach statument using the followmsz wcale

(1. Disagzes smongly 2. Disagres a lirtle 3. Netthar agree nor disagres 4. Agrosa Limle 5. Agree Songly )
Coascisatiousness Does a therough job.

AL

Teads 10 be hxy (reversed).
Does tumgs efficienty.
Openzes o
eXpansace Is crigimal, comss with new 3dsas.
Has an active magination.
Vahes artistic, assthetic, sxperiences.
Exmavenion LI allathve

I reseaved. (reversed)

Outgoing, seciable.
Agseablansss Has a forgiving nature.

Ii considerate and kind to almost sveryons.

Is sometime rads to others {reversed).
Emotion Sobiliy Wormies a lot.

Iz rolaxod. handlcs swess well
Trust dimension Wo want o 2:k yon about cust in thus vilhge

TRO1- am malling to help poople in this village if thoy noed it

TRO2-In this village I havo to be alert or scznecas is likely to mke advantags of
e

TRO3-Takng into account the diversity of ethnicisies in the willage, I sustpecple

withs s2m00 ethnicity 2: ming mare

TRO4-I weuld be willing to leave my children with my neighbours for a fow bours 1 cannot brmg moy
childrez w2 akag.

TROS-I would be willing to 2k ooy neighbours to lock afer thair bowse i Tlsave for a fow
dan?

m Wo wonld 136 10 3k you 2bout 30208 commmmity or govemment activites 2ad programs that xay have oken
placo in this village during o past 12 months
(1.Ye:0.No)

Comzmnity Mesting
Cocperatzves
Velaatary Labour
Inprove the VilageNaighbourhood
You Groups Actvity
Raligious Actvites
Village Litrary
Village Saving and Loazs
Haalth Fund
PNPM
Political Party
Neighbourkood Secusity Organizaticn (Siskemling)
Watsr for Dninking Systems/Supply
Systmm for gartage disposal
Wemsn's Asscciation Activities (PEE)
Comzmenity Widghing Post {Posyandu)
Ca ity Waighing Post Lansia Lamia
Source: IFLS 5 Section PSN, Section PM and Section TR.

Table 2b. Questions to assess social capital measure in SUSENAS data
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Variable Cmestion Category
Social pamicipation Dio you participate in any of the following social activity in the last Bridgzing
three months? capital
religious
skill
SPOTT
art
sAvIng (arisan)
funeral
art
other
Tmst [4=soonsly st In general, do you trust that the bead of village do hisher Brdzing
=no tmst] job properly? capital
In general, do you tast that the village leaders can do
spmething to solve community membar?
In general, do you wust that the relizions leader acts as a
maoral role model in the village?
Dio you trust your neighbour in entrusting your honse when
¥ou are away’T
5. Do you must your neighbour in enfmsting your children
when vou are away?

Source: SUSENAS of Social and Culture Module 2012
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Section trust (TR) was introduced in IFLS 4 and is continued in IFLS 5. It covers questions on about trust of neighbours
and people in the village, and questions on tolerance of people of different faiths that we consider as the outcomes
variable for our interest. We infer that the trust questions in this section are oriented toward a heterogeneous people as
it put a context for example trust to other people by various dimensions such as ethnicity and religion. By this, the trust
questions represent bonding social capital. Similar to questions in the section PSN, trust questions are a Likert-type scale
that we convert into z-score to allow for comparison between questions.

Social or community participation can be seen both as an investment of social capital at the individual level because an
individual can develop social skill in a group or club, and as a manifestation of social capital at the community level
because an individual might participate in collective action in it.

Section social participation (PM) allows us to measure bridging social capital by counting the number of type of
community activity that an individual engages with them. The participation represents bonding social capital as it deals
with heterogeneous people both at the village and beyond village level. Activities such as community meeting,
cooperatives, voluntary labour are such examples of the types to measure the network size.

From SUSENAS data, we use two measures of social capital to represent bridging capital, number of type of social
activities (religious, skill, sport, art, saving, funeral, art and other) that an individual participates; and trust to various
external parties (village head, village leader, local religious leader and 148eighbor). The first measure is extracted from
individual and household head level and the second measure is from household head only. We use the sum of the Z-score
of the Likert scale to obtain the trust score and the help assertiveness score. At the raw value, the trust score ranges from
1 to 20, in which 1 represent the lowest trust level and 20 is the highest. Table 2b lists the detail of questions to measure
the social capital from SUSENAS data.

5 EMPIRICAL RESULTS

5.1 Graphical Evidence

To motivate our estimation strategy, we first describe the relationship between the running variable (birth cohort),
treatment variable (participation of the P4 training) and the outcome variables (social skills, trust and community
participation) using graphical representation. Figure 1a and 1b show the correlation between expected participation of
the P4 training and the two cohort groups (treatment and control) using IFLS data and SUSENAS data respectively.
Indeed, both figures show a large number of individuals exposed to the program than those who were not in the
treatment cohort. Both show that on average the expected participation is about eighty percent (IFLS) and about seventy
percent (SUSENAS) higher for treatment than the control group. Despite this high jump in the expected participation in
the program, however, Figure 2 shows a non-discontinuity in social skill as the main channel of the program effect. Hence,
we would expect that there will be no effect on outcome variables of social capital measures (trust and social
participation). Figure 3a and Figure 3b show a non-discontinuity in a variable of trust. Figure 4a and Figure 4b show a
non-discontinuity in community participation variable.
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Figure 1a. Cohort Means of the P4 Training Participation: IFLS 5
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Figure 1b. Cohort Means of the P4 Training Participation: SUSENAS Social and Culture Module 2012

Note: Figure 1a and 1b plot the relation between the expected P4 training participation and birth cohort. Circles represent the average
participation rate by bin (birth quarter). The solid lines indicate the fitted values from linear local regression and the dashed lines are
the 95 percent confidence interval for observation within the optimum bandwidth (minimum value of 3 obtained from rdbwselect
command). The vertical line indicates the cut-off point (normalized to 0).
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Figure 2. Effect of the P4 training on social skills index: IFLS 5

Note: Figure 2 describes the non-discontinuity in social skills index (consciousness, agreeableness, extraversion, emotion stability and
openness). Circles represent the average value of the index by bin (birth quarter). The solid lines indicate the fitted values from linear
local regression and the dashed lines are the 95 percent confidence interval for observation within the optimum bandwidth (minimum

value of 3 obtained from rdbwselect command). The vertical line indicates the cut-off point (normalized to 0).
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Figure 3a. Effect of the P4 training on trust: IFLS 5
Note: Figure 3a describes the non-discontinuity in trust index (trust to neighbourhood and village environment) using IFLS data.
Circles represent the average value of the index by bin (birth quarter). The solid lines indicate the fitted values from linear local
regression and the dashed lines are the 95 percent confidence interval for observation within the optimum bandwidth (minimum
value of 3 obtained from rdbwselect command). The vertical line indicates the cut-off point (normalized to 0).
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Figure 3b. Effect of the P4 training on trust: SUSENAS

Note: Figure 3b describes the non-discontinuity in trust index (trust to neighbourhood and village environment) using SUSENAS data.
Circles represent the average value of the index by bin (birth quarter). The solid lines indicate the fitted values from linear local
regression and the dashed lines are the 95 percent confidence interval for observation within the optimum bandwidth (minimum

value of 3 obtained from rdbwselect command). The vertical

line indicates the cut-off point (normalized to O0).
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Figure 4a. Effect of the P4 training on social participation: IFLS 5

Note: Figure 4 describes the non-discontinuity in social participation (number of types of community, minimum 0 and maximum 17).
Circles represent the average value of the index by bin (birth quarter). The solid lines indicate the fitted values from linear local
regression and the dashed lines are the 95 percent confidence interval for observation within the optimum bandwidth (minimum
value of 3 obtained from rdbwselect command). The vertical line indicates the cut-off point (normalized to 0).
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Figure 4b. Effect of the P4 training on social participation: SUSENAS Data

Note: Figure 4 describes the non-discontinuity in social participation (number of types of community, minimum 0 and maximum 7).
Circles represent the average value of the index by bin (birth quarter). The solid lines indicate the fitted values from linear local
regression and the dashed lines are the 95 percent confidence interval for observation within the optimum bandwidth (minimum
value of 3 obtained from rdbwselect command). The vertical line indicates the cut-off point (normalized to 0).

5.2 The First-Stage Estimates

Table 3a and Table 3b present the first stage estimate of the fuzzy RD design of equation 4 using IFLS and SUSENAS data
respectively. It confirms the graphical representation of Figure 1a and Figure 1b. The first stage exists, and it shows that
the participation rate of individual aged 13 or older in 1998 to the P4 training is about 30 to 45 percent when we use a
more precise identification of treatment status using IFLS data. The SUSENAS data, on the other hand, suggest a larger
point estimates of the participation rate by about twice, i.e. 70 percent. This is because the assignment of participation
status uses a crude identification of combination birth cohort at year level and education profile. Consequently, the
excluded F in SUSENAS data estimates produce a very high number which suggest a perfect compliance from the control
group. This is not surprising since we assign a value of zero for all individual in the control group for the participation
status which does not happen in the IFLS dataset.

Table 3a. First-stage Estimates: IFLS
Dependsnt variable: P4 Parficipation

(1 (2 (3
Polynomisl of degres Polynomial of degrea Polynomial of degres
one wo w0 with covariates
Treament Cohor=1 0445 0.314" 0.204™
(0.095) (0.143) (0.138)
Birth Cohort 0.046™" 01437 0.154™
(0.017) (0.0:65) (0.063)
Birth Cohort™2 00247 0.025
(0.014) (0.015
Obzarvations fidg4 i 6443
Excloded F 21.86 4.85 4.52

Note: Robust standard errors clustered at cohort level are in parentheses with * p <.1, ** p < .05, *** p < .01. The observations are
within the optimum bandwidth of 4 (the minimum value obtained from the rdbwselect command for all of the outcomes estimates).
Covariates used are gender, location dummy, religion and all predetermined outcomes at the age of 12 listed in Table 2.

Table 3b. First-stage Estimates SUSENAS
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Dependent variable: P4 Participation

(1 2 (3
Polynomisl of degres Polynomial of degree Polynomial of degres
one wo o With covariates
Treameent Cohor=1 06007 0.708™ 0.712™
(0.012) (0.015) (0.014)
Birth Cohort -0.008™" 0014 -0.016°
(0.002) (0. 00eE) (0.008)
Birth of Cohort™2 0.001 0.002
(0.002) (0.002)
Constant -0.021™ -0.025™ 0.21e™
(0.008) (0.0100 (0.070
Observations 36003 36008 36008
Excluded F 3361.98 2203.93 1230.0%

Note: Robust standard errors clustered at cohort level are in parentheses with * p < .1, ** p < .05, *** p < .01. The observations are
within the optimum bandwidth of 4 (the minimum value obtained from the rdbwselect command for all of the outcomes estimates). A
large value of F-statistics suggest perfect compliance was detected on the control group as we do not have information on exact time
when individuals enter school. Covariates used are gender and locational dummy (urban/rural).

5.3 The Effect of the P4 training on Social Skills

The framework set by equation 1-3 guides us that the elements of social capital casted by the program at the adolesce
period which have a long-term dimension is the social skill variable. Therefore, the main interest of this paper is to firstly
check whether there is statistical difference in this variable. We do not such long-term effect of the P4 training on
individual social skill variable e. The estimates in Table 4a and Table 4b confirm the above graphical representations.
The estimates of the effect of the P4 training on either aggregate index of social skills or individual measures such as
consciousness, extraversion, agreeableness, openness and emotion stability using IFLS data yield no statistical difference
between individual participates in the P4 training and those who do not participate. These results set a foundation so
that we expect for no higher order effect of the program on the social capital measure such as trust to neighbourhood or
community participation.

Table 4a. Effect of the P4 training on social skills: IFLS 5
Dependent vartable: social skills

(n 3 (3 4 (5) (8

Agmepate  Consciousness  Openness  Extmaversion  Agreeableness Emotion
Index Stability

P4 _dummnry -0.030 -0.068 -0.001 0.077 -0.012 0.006
(0.040) (0.0E4) (0,084 {0.062) (0.057) (0.048)

Birth Cohort 0.011™ 0.028™ 0.002 0.007 0.010 0.010
{0.005) (0.011) (0.011) {0.008) (0.008) (0.006)

Observations G664 G664 G664 G664 G664 a4

Note: Robust standard errors clustered at cohort level are in parentheses with * p <.1, ** p <.05, *** p < .01. We use 2SLS of a fuzzy
setting and a local linear regression with optimal bandwidth calculated by the rdbwselect command of Imbens and Kalyanaraman
(2012). The first-stage estimates for all columns use polynomial degree of one which has the largest excluded F-statistics relative to
other polynomial or the use of covariates.

Table 4b. Effect of the P4 training on social skills: IFLS 5 with covariates
Dependent variable: social skills

(n 2 (3 # (5} ()

Aggegate  Consciousness  Openness  Extraversion  Agreeablensss  Emotion
Index Stability

P4_dummy -0.037 -0.070 -0.001 -0.108 0.002 -0.008

(0.042) (0.092) (0.08T) (0070 (0.067T) (0055

Birth Cohort 0.013" 0.028" 0.004 0.013 0.007 .oz
(0.005) (0.013) (0.011) (009 (0.010) (0. D)

Obzervations G443 G443 G443 G443 4443 6443

Note: Robust standard errors clustered at cohort level are in parentheses with * p <.1, ** p <.05, *** p < .01. We use 2SLS of a fuzzy
setting and a local linear regression with optimal bandwidth calculated by the rdbwselect command of Imbens and Kalyanaraman
(2012). The first-stage estimates for all columns use polynomial degree of one which has the largest excluded F-statistics relative to
other polynomial or the use of covariates.

Covariates used are gender, location dummy, religion and all predetermined outcomes at the age of 12 listed in Table 2.

These results are robust for different set of specification of the birth cohort polynomial, inclusiveness of covariates, the
falsification test and the use of different bandwidth. The results however are not replicable in SUSENAS data as there are
no such questions in the survey.

5.4 The Effect of the P4 training on Social Capital
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The effect of the program on social capital is tested both using both IFLS and SUSENAS data. The Estimates are presented
in Table 5a and Table 5b. Both Table’s estimates confirm the graphical representation in Figure 3a, Figure 3b, Figure 4a
and Figure 4b. There difference of trust to neighbourhood and community participation between treatment and control
group are not statistically significant. Hence there is no effect of the P4 training participation on social capital.

Table 5a. Effect of the P4 training on social capital: IFLS 5 Dependent variable: social capital

(1) (2) (3) (4) (5) (6)
Trust onTrust onTrust onCommunity Community Community
neighbourhoo d neighbourhoo d neighbourhood Participation  Participation  Participation
-with covariates -with covariates
P4_dummy 0.012 0.037 0.054 -0.024** -0.037* -0.038
(0.040) (0.066) (0.067) (0.009) (0.021) (0.023)
Birth 0.005 -0.004 -0.007 0.005%** 0.010* 0.011
Cohort (0.005) (0.020) (0.021) (0.001) (0.006) (0.007)
Birth 0.002 0.002 -0.001 -0.001
Cohort”2
(0.004) (0.004) (0.001) (0.001)
Observation 6664 6664 6443 6664 6664 6443

s

Note: Robust standard errors clustered at cohort level are in parentheses with * p < .1, ** p < .05, *** p < .01. We use 2SLS of a fuzzy
setting and a local linear regression with optimal bandwidth calculated by the rdbwselect command of Imbens and Kalyanaraman
(2012). The covariates used for estimates in column 3 and column 6 are gender, location dummy, religion and all predetermined
outcomes at the age of 12 listed in Table 2.

Table 5b. Effect of the P4 training on social capital: SUSENAS Dependent variable: P4 Participation

(1) (2) (3) (4) (5) (6)

Community Community Community Trust Index Trust Index Trust Index with

Participation Participation Participation with Covariates

Covariates

Treatment Cohort=1 -0.002 -0.039 -0.045 -0.004 -0.002 -0.008

(0.023) (0.031) (0.029) (0.017) (0.025) (0.023)
Birth Cohort 0.0471%** 0.068*** 0.070%** 0.006 0.005 0.008

(0.004) (0.014) (0.014) (0.004) (0.013) (0.013)
Birth of -0.006* -0.007** 0.000 -0.000
Cohort”"2

(0.003) (0.003) (0.003) (0.003)

Constant 1.913%** 1.934%** 1.611%** -0.051*** -0.052%** -0.323%**

(0.017) (0.020) (0.042) (0.010) (0.014) (0.015)
Observations 36008 36008 36008 12470 12470 12470

Note: Robust standard errors clustered at cohort level are in parentheses with * p <.1, ** p < .05, *** p < .01. We use sharp RD design
and a local linear regression with optimal bandwidth calculated by the rdbwselect command of Imbens and Kalyanaraman (2012). The
covariates used for estimates in column 3 and column 6 are gender and location dummy (urban/rural). The observations for
community participation are all household member whereas for trust index are only representative individual (one for each
household).

Even though in general there has been no effect of participation in the P4 training on social capital, there could be some
dynamic complementarity of the program that offset the program impact as hypothesized in Section 2. To test such
possible cases, we rerun the estimate into subpopulation by demographic factor. We use gender and location
(urban/rural) as possible dynamic complementarity of the program effect. We argue that living in a more heterogenous
environment such as higher ethnic diversity of ethnic like urban area could reinforce the program effect than the rural
area. The gender effect also could be different between male and female, especially in the case that the way the program
cast the personal social skill was through indoctrination. It could be the case that gender factor significantly differs in
these respects.

Figure 5a. Density Manipulation test: IFLS 5
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Figure 5b. Density Manipulation test: SUSENAS 2012
RD Manipulation Test using local polynomial density estimation.
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5.5 Heterogenous Effect

The estimates for each subpopulation shows consistent profiles so that there is no impact of the program on both the
channel and the outcome variables. Indeed, the significant different in the community participation estimates indeed
driven by the tendency of urban population to be having more social activities than in rural area. The gender dimension
also revealing the robustness of the impact estimates as well as proving that there are no dynamic complementary factors
for the program. Table A6, A7, A8 and A9 in the Appendix present the heterogenous impact estimates by gender and
location dimension respectively.

5.6 Robustness Check

To defend the robustness of our results, we employ several strategies. First is to use different set of datasets. The use of
either IFLS or SUSENAS data barely change the results. Both estimates produced by these datasets show a consistent sign
and statistical significance both in the first-stage and in the main equation. Second is the inclusion of the predetermined
socio-economic characteristics of the subject. Our identification strategy relies on the assumption that, other than the P4
program, there has been no other thing happened in relation to social capital formation. To test this assumption, if the
inclusion of pre-determined socio-economic characteristics should have a little effect to our estimate without these
variables. All of the robustness checks of either use or not using covariates (Table 3a- Table 5b) suggest minor change in
the coefficients magnitude.

Third is the falsification test. Aguero and Bharadwaj (2014) suggest of using different cut-off, that is by omitting the
observation around the cut-off. This approach is to ensure that the effect is not due to coincidence gap at the cut-off. We
implement this test by two techniques. First is to omitting observations of the year of birth 1985 and 1984 which are one
year below and above the normalized running variable. The replication of estimates correspond to this test is presented
in Table A3a-Table A5b). All of the replications show that the estimates results are barely change, except for the estimate
in column 5 and 6 of Table 4a. These estimates suggest statistically significant different of the two cohort regarding the
social participation in IFLS data. Interpreting this result, we argue that the statistical significance is not the program’s
effect as both the estimates using polynomial of degree one and using SUSENAS do not suggest the same result.
relationship between average number of social group participation and age. In addition, Figure 4b shows a well-known
inverted U-shape of average social group participation as in Glaeser, Laibson, & Sacerdote (2002) and Putnam (2000).
Hence the statistical significance could also coincide with the quadratic functional form of the estimating equation.
Second is to testing the density manipulation test at around the cut-off (Cattaneo, Jansson, and Ma 2016). Figure 5a and
Figure 5b present the whether there is a jump of the distribution near the cut-off. The report shows that the statistical
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test failed to reject the null of there is no jump in the distribution for SUSNEAS data (T statistics of 2.0153 and p-value of
0.0439) but not for IFLS data (T-statistics of -1.4839 and p-value of 0.1378). Interpreting this result, as for SUSENAS we
argue that the jump is not the case of individual manipulating to be in the treatment group, but rather it is just due to the
profile of distribution of SUSENAS block sample of the cohort. As for the case of IFLS the test rejects the null of there is
no systematic manipulation of the running variable/the density of the units is continuous near the cut-off.

The last robustness check is the use of different bandwidth. We extend the bandwidth into plus five of the optimum
bandwidth for each side below and above the cut-off. The robustness check of extending the bandwidth (Figure A4b,
Figure A5al and Figure A5b1) also show stable result in term of statistical significance of the estimates.

6 INTERPRETATION

Up to this point, we have documented an empirical assessment to show that individuals’ exposure to state ideology
indoctrination courses in Indonesia does not have a long-lasting effect on individual social capital formation. There are
two argumentations for this result. First is due to the reverse effect of the reform. For anti-New Order group, the reform
in 1998 is a momentum to disregard all of norms and value dictated by the regime. Since it is not possible to identify
whether individual are belongs to this group or the opposing group, New Order loyalist, we infer that the large portion
of individual in our sample is coming from the former group.

The second argument is about the program design. The P4 program is lacking real life practice for the value and norms
taught in the class to be effective. Moreover, the workshop is dominated by discussion and cognitive-building like
activities. The effectiveness to cast a strong effect, despite the believe of indoctrination with a strong environment, seems
to be weak as our results show. To see whether this claim is valid, we rerun the estimates and decompose them by types
of trust level to show that the impact is only profound for outcome at the idea level (cognitive) but not at practical level.

Moreover, the impact is larger in a more facilitating and environmentally supporting area i.e., urban rather than rural
area. Urban area for example, have more ethnicity heterogeneity that help participant to better form their understanding
about inter-ethnic trust (Table 6).

Table 6. Interpreting the impact: type of trust by location
Dependent variable: Trust item Idea (TR03) and Practical(TR04)

03] (2) (3) (4)

Idea-Urban Practical-Urban Idea-Rural Practical-Rural
P4_dummy 0.315* 0.039 0.025 0.050

(0.186) (0.126) (0.166) (0.258)
Birth Cohort -0.043 0.010 0.004 0.014

(0.028) (0.019) (0.019) (0.028)
Observations 3895 3188 2769 2380
F 1.402 1.637 0.480 2.354

Note: Robust standard errors clustered at cohort level are in parentheses with * p <.1, ** p <.05, *** p < .01. We use 2SLS of a fuzzy
setting and a local linear regression with optimal bandwidth calculated by the rdbwselect command of Imbens and Kalyanaraman
(2012) at bandwidth of 4. The estimates does not include covariates.

7 CONCLUSION

This study aims to test whether individual exposure to P4-program influences individual social capital formation in the
long-run. The estimate results using both the fuzzy regression discontinuity design with IFLS data and a sharp RD design
using the SUSENAS data exploiting the event of the termination of Pancasila Moral Education in Indonesia in 1998 suggest
that the program effect do not last in the long-run to affect individual social capital. We argue that, despite it cost-
effectiveness in the sense of an embedded program to build social capital in education, learning from such non- targeted
program’s in Indonesia Soeharto’s era give us an impression that such program’s role to build individual social capital in
the long run is limited. A combination of an intense cognitive leaning and an environmentally supportive location might
improve the program effectiveness. Such an indoctrination solely approach was not an effective way, despite the large
amount of resource dedicated to preparing and train the instructor for the program. This result is can be generalized into
a context of policy debate, whether government can promote social capital through education.
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APPENDIX
Table A3a. First-stage Estimates: [FLS-Falsification Test

Dependent variable: P4 Participation

1) (2) (3)

poly(1) poly(2) poly(2) with covariates
Treatment Cohort=1 0.779*** (0.065) 0.863*** (0.272) 0.901*** (0.264)
Birth Cohort -0.005 -0.031 -0.041

(0.009) (0.078) (0.075)
Birth Cohort”2 0.004 0.006

(0.011) (0.010)

Observations 5291 5291 5098

Note: Robust standard errors clustered at cohort level are in parentheses with * p < .1, ** p < .05, *** p < .01. The observations are
within the optimum bandwidth of 4 (the minimum value obtained from the rdbwselect command for all of the outcomes estimates).
The estimates exclude observations with the birth of cohort year one below and one above the cut-off.

Table A3b. First-stage Estimates SUSENAS-Falsification Test
Dependent variable: P4 Participation

(1) (2) (3)
poly(1) poly(2) poly(2) with covariates
Treatment Cohort=1 0.696*** 0.701%** 0.700%**
(0.032) (0.102) (0.109)
Birth Cohort -0.008* -0.009 -0.010
(0.004) (0.029) (0.030)
Birth of Cohort”2 0.000 0.000
(0.004) (0.004)
Constant -0.028* -0.030 0.201**
(0.016) (0.050) (0.081)
Observations 32768 32768 32768

Note: Robust standard errors clustered at cohort level are in parentheses with * p <.1, ** p < .05, *** p < .01. The observations are
within the optimum bandwidth of 4 (the minimum value obtained from the rdbwselect command for all of the outcomes estimates).
The estimates exclude observations with the birth of cohort year one below and one above the cut-off.

Table A4a. Effect of the P4 training on social skills: IFLS 5-Falsification Test Dependent variable: social skills

(1) (2) (3) (4) (5) (6)
Aggregate Index Consciousness Openness Extraversion Agreeableness Emotion
Stability
P4_dummy 0.020 0.003 0.136** -0.012 -0.048 0.019
(0.055) (0.081) (0.058) (0.094) (0.068) (0.087)
Birth Cohort 0.005 0.015 -0.011* 0.001 0.010 0.008
(0.006) (0.009) (0.006) (0.010) (0.007) (0.009)
Observations 5291 5291 5291 5291 5291 5291

Note: Robust standard errors clustered at cohort level are in parentheses with * p <.1, ** p < .05, *** p < .01. The observations are
within the optimum bandwidth of 4 (the minimum value obtained from the rdbwselect command for all of the outcomes estimates).
The estimates exclude observations with the birth of cohort year one below and one above the cut-off.

Table A4b. Effect of the P4 training on social skills: IFLS 5-Bandwidth +5 Dependent variable: social skills

(1) (2) (3) (4) (5) (6)
Aggregate Index Consciousness Openness Extraversion Agreeableness Emotion
Stability
P4_dummy 0.000 0.009 0.028 -0.053 0.006 0.011
(0.021) (0.038) (0.046) (0.032) (0.032) (0.029)
Birth Cohort 0.006*** 0.014*** -0.003 0.004* 0.004* 0.010%***
(0.001) (0.003) (0.003) (0.002) (0.002) (0.002)

Observations 13859 13859 13859 13859 13859 13859
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Note: Robust standard errors clustered at cohort level are in parentheses with * p <.1, ** p <.05, *** p < .01. The estimates include
observations within optimum bandwidth +5 of the birth of cohort year one below and one above the cut-off.

Table A5a. Effect of the P4 training on social capital: IFLS 5-Falsification Test Dependent variable: social capital

(1) (2) (3) (4) (5) (6)

Trust on Trust on Trust on Community Community Community

neighbourhoo neighbourhoo neighbourhood Participatio Participatio Participation

d d -with n n -with

covariates covariates

P4_dummy -0.011 0.096 0.023 0.003 1.312** 1.257**

(0.059) (0.161) (0.135) (0.115) (0.563) (0.515)
Birth 0.008 -0.017 0.005 -0.014 -0.322** -0.315**
Cohort

(0.007) (0.040) (0.033) (0.012) (0.131) (0.124)
Birth 0.004 -0.000 0.045** 0.045**
Cohort”"2

(0.006) (0.005) (0.019) (0.018)

Observations 5291 5291 5098 5291 5291 5098

Note: Robust standard errors clustered at cohort level are in parentheses with * p < .1, ** p < .05, *** p < .01. The observations are
within the optimum bandwidth of 4 (the minimum value obtained from the rdbwselect command for all of the outcomes estimates).
The estimates exclude observations with the birth of cohort year one below and one above the cut-off.

Table A5al. Effect of the P4 training on social capital: IFLS 5-Bandwidth +5 Dependent variable: social capital

(1) (2) (3) 4) (5) (6)
Trust onTrust onTrust onCommunity Community Community
neighbourhoo d neighbourhood  neighbourhood Participation  Participation  Participation
-with covariates -with covariates
P4_dummy -0.011 0.096 0.023 -0.020 0.009 -0.002
(0.059) (0.161) (0.135) (0.013) (0.046) (0.049)
Birth Cohort 0.008 -0.017 0.005 0.005*** -0.002 0.002
(0.007) (0.040) (0.033) (0.001) (0.010) (0.011)
Birth Cohort”2 0.004 -0.000 0.001 0.000
(0.006) (0.005) (0.001) (0.002)
Observations 5291 5291 5098 5291 5291 5098
F 8.436 5.380 5.742 23.887 19.186 19.536

Note: Robust standard errors clustered at cohort level are in parentheses with * p <.1, ** p <.05, *** p < .01. The estimates include
observations within optimum bandwidth +5 of the birth of cohort year one below and one above the cut-off.

Table A5b. Effect of the P4 training on social capital: SUSENAS-Falsification Test Dependent variable: P4 Participation

(1) (2) (3) (4) (5) (6)
Community Community Community Trust Index Trust Index Trust Index with
Participation Participation Participation with Covariates
Covariates

Treatment Cohort=1 0.056 0.227 0.226 0.012 -0.099 -0.095
(0.051) (0.174) (0.167) (0.027) (0.102) (0.099)

Birth Cohort 0.035%** -0.020 -0.019 0.004 0.039 0.037
(0.009) (0.056) (0.054) (0.004) (0.034) (0.033)

Birth of Cohort”"2 0.008 0.007 -0.005 -0.005

(0.008) (0.008) (0.005) (0.005)

Constant 1.869*** 1.783*** 1.439%** -0.056%** -0.001 -0.268***
(0.023) (0.086) (0.130) (0.012) (0.053) (0.040)

Observations 32768 32768 32768 11125 11125 11125

F 161.825 117.972 1259.388 8.041 9.086 146.467

Note: Robust standard errors clustered at cohort level are in parentheses with * p < .1, ** p < .05, *** p < .01. The observations are
within the optimum bandwidth of 4 (the minimum value obtained from the rdbwselect command for all of the outcomes estimates).
The estimates exclude observations with the birth of cohort year one below and one above the cut-off.

Table A5b1. Effect of the P4 training on social capital: SUSENAS-Falsification Test Dependent variable: P4 Participation

(1) (2) (3) (4) (5) (6)
Community Community Community Trust Index Trust Index Trust Index with
Participation Participation Participation with Covariates
Covariates
Treatment 0.031 0.026 0.023 -0.002 0.015 0.010
Cohort=1 (0.044) (0.061) (0.056) (0.012) (0.017) (0.014)
Birth Cohort 0.038*** 0.040*** 0.040*** 0.005%** -0.000 0.001
(0.004) (0.013) (0.012) (0.001) (0.005) (0.004)
Birth of -0.000 -0.000 0.001 0.001

Cohort”2
(0.001) (0.001) (0.000) (0.000)
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Constant 1.855%%* 1.858%%* 1.534%%x -0.055%%* -0.064%%* -0.318%%*
(0.029) (0.037) (0.055) (0.007) (0.011) (0.014)

Observations 77231 77231 77231 25032 25032 25032

F 210.500 155.948 172.858 18.830 18.608 128.420

Note: Robust standard errors clustered at cohort level are in parentheses with * p <.1, ** p <.05, *** p < .01. The estimates include
observations within optimum bandwidth +5 of the birth of cohort year one below and one above the cut-off.

Table A6.1 Heterogenous Effect of the P4 training on social skills: IFLS 5-Male Dependent variable: social skills

(1) (2) (3) (4) (5) (6)
Aggregate Index Consciousness Openness Extraversion Agreeableness Emotion
Stability
P4_dummy 0.083 0.049 0.145 -0.021 0.113 0.129
(0.086) (0.130) (0.159) (0.149) (0.094) (0.106)
Birth Cohort -0.004 0.012 -0.019 0.005 -0.018 -0.002
(0.012) (0.019) (0.020) (0.020) (0.014) (0.014)
Observations 2978 2978 2978 2978 2978 2978
F 2.456 5.175 0.425 0.097 0.783 9.011

Note: Robust standard errors clustered at cohort level are in parentheses with * p < .1, ** p < .05, *** p < .01. The observations are
within the optimum bandwidth of 4 (the minimum value obtained from the rdbwselect command for all of the outcomes estimates).
The estimates use male only observation and do not include covariates.

Table A6.1 Heterogenous Effect of the P4 training on social skills: IFLS 5-Female Dependent variable: social skills

1) (2) (3) (4) (5) (6)

Aggregate Index Consciousness Openness Extraversion Agreeableness Emotion Stability
P4_dummy -0.100 -0.142 -0.085 -0.123 -0.089 -0.061

(0.063) (0.115) (0.118) (0.108) (0.081) (0.064)
Birth Cohort 0.021%** 0.038*** 0.014 0.010 0.028*** 0.014

(0.008) (0.014) (0.015) (0.014) (0.011) (0.009)
Observations 3686 3686 3686 3686 3686 3686
F 8.766 13.118 0.515 1.170 8.559 1.636

Note: Robust standard errors clustered at cohort level are in parentheses with * p < .1, ** p < .05, *** p < .01. The observations are
within the optimum bandwidth of 4 (the minimum value obtained from the rdbwselect command for all of the outcomes estimates).
The estimates use female only observations and do not include covariates.

Table A7.1 Heterogenous Effect of the P4 training on social skills: IFLS 5-Urban Dependent variable: social skills

1) (2) (3) (4) (5) (6)

Aggregate Index Consciousness Openness Extraversion Agreeableness Emotion Stability
P4_dummy -0.053 -0.080 -0.062 -0.107 -0.075 0.060

(0.048) (0.087) (0.111) (0.087) (0.072) (0.085)
Birth Cohort 0.015** 0.032%** 0.014 0.011 0.015 0.002

(0.007) (0.012) (0.017) (0.012) (0.010) (0.012)
Observations 3895 3895 3895 3895 3895 3895
F 7.664 25.415 0.683 1.145 1.360 3.550

Note: Robust standard errors clustered at cohort level are in parentheses with * p < .1, ** p < .05, *** p < .01. The observations are
within the optimum bandwidth of 4 (the minimum value obtained from the rdbwselect command for all of the outcomes estimates).
The estimates use urban only observations and do not include covariates.

Table A7.1 Heterogenous Effect of the P4 training on social skills: IFLS 5-Rural
Dependent variable: social skills

(1) (2) (3) (4) (5) (6)

Aggregate Index Consciousness Openness Extraversion Agreeableness Emotion Stability
P4_dummy -0.004 -0.061 0.081 -0.036 0.087 -0.091

(0.069) (0.138) (0.124) (0.125) (0.102) (0.094)
Birth Cohort 0.007 0.023 -0.013 0.003 0.004 0.020

(0.008) (0.016) (0.014) (0.013) (0.012) (0.012)
Observations 2769 2769 2769 2769 2769 2769
F 3.411 4.897 0.678 0.044 5.813 2.355

Note: Robust standard errors clustered at cohort level are in parentheses with * p < .1, ** p < .05, *** p <.01. The observations are
within the optimum bandwidth of 4 (the minimum value obtained from the rdbwselect command for all of the outcomes estimates).
The estimates use rural only observation and do not include covariates.

Table A8.1 Effect of the P4 training on social capital: IFLS 5-Male
Dependent variable: social capital

(1) (2) (3) (4) (5) (6)
Trust onTrust onTrust onCommunity Community Community
neighbourhoo d neighbourhoo d neighbourhood Participation  Participation  Participation
-with covariates -with covariates
P4_dummy -0.011 -0.021 -0.079 -0.026 -0.052 -0.066

(0.066) (0.123) (0.159) (0.020) (0.040) (0.048)
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Birth Cohort 0.005 0.009 0.031 0.005* 0.014 0.017

(0.010) (0.040) (0.049) (0.003) (0.012) (0.014)
Birth -0.001 -0.005 -0.002 -0.002
Cohort”2

(0.008) (0.010) (0.002) (0.003)

Observation 2978 2978 2883 2978 2978 2883
S
F 0.558 0.401 0.835 2.012 1.975 1.802

Note: Robust standard errors clustered at cohort level are in parentheses with * p < .1, ** p < .05, *** p < .01. The observations are
within the optimum bandwidth of 4 (the minimum value obtained from the rdbwselect command for all of the outcomes estimates).
The estimates use male only observation and do not include covariates.

Table A8.2 Effect of the P4 training on social capital: IFLS 5-Female
Dependent variable: social capital

(1) (2) (3) 4) (5) (6)

Trust onTrust onTrust onCommunity Community Community

neighbourhoo neighbourhoo neighbourhood Participatio Participatio Participation

d d -with n n -with

covariates covariates

P4_dummy 0.038 -0.021 -0.079 -0.026 -0.052 -0.066

(0.047) (0.123) (0.159) (0.020) (0.040) (0.048)
Birth 0.004 0.009 0.031 0.005* 0.014 0.017
Cohort

(0.006) (0.040) (0.049) (0.003) (0.012) (0.014)
Birth -0.001 -0.005 -0.002 -0.002
Cohort”"2

(0.008) (0.010) (0.002) (0.003)

Observations 3686 2978 2883 2978 2978 2883
F 5.525 0.401 0.835 2.012 1.975 1.802

Note: Robust standard errors clustered at cohort level are in parentheses with * p < .1, ** p < .05, *** p < .01. The observations are
within the optimum bandwidth of 4 (the minimum value obtained from the rdbwselect command for all of the outcomes estimates).
The estimates use female only observation and do not include covariates.

Table A9.1 Effect of the P4 training on social capital: IFLS 5-Urban Dependent variable: social capital

(1) (2) (3) (4) (5) (6)
Trust onTrust onTrust onCommunity Community Community
neighbourhoo d neighbourhood  neighbourhood-with Participation  Participation  Participation-with
covariates covariates
P4_dummy 0.031 0.067 0.045 -0.006 -0.021 -0.034
(0.058) (0.105) (0.111) (0.008) (0.019) (0.027)
Birth Cohort 0.003 -0.012 0.004 0.004*** 0.010 0.014
(0.008) (0.035) (0.037) (0.001) (0.007) (0.009)
Birth Cohort”2 0.003 -0.001 -0.001 -0.002
(0.007) (0.007) (0.001) (0.002)
Observations 3895 3895 3746 3895 3895 3746
F 3.481 2.212 2.830 10.696 8.173 9.488

Note: Robust standard errors clustered at cohort level are in parentheses with * p < .1, ** p < .05, *** p <.01. The observations are
within the optimum bandwidth of 4 (the minimum value obtained from the rdbwselect command for all of the outcomes estimates).
The estimates use urban only observation and do not include covariates.

Table A9.2 Effect of the P4 training on social capital: IFLS 5-Rural Dependent variable: social capital

1) (2) (3) 4) (5) (6)
Trust onTrust onTrust onCommunity Community Community
neighbourhoo d neighbourhoo d neighbourhood Participation  Participation  Participation
-with covariates -with covariates
P4_dummy -0.005 0.017 0.047 -0.045** -0.050 -0.037
(0.065) (0.119) (0.112) (0.022) (0.038) (0.038)
Birth 0.008 0.001 -0.017 0.006** 0.008 0.005
Cohort
(0.008) (0.031) (0.031) (0.002) (0.010) (0.010)
Birth Cohort”2 0.002 0.006 -0.000 0.000
(0.006) (0.006) (0.002) (0.002)
Observation 2769 2769 2697 2769 2769 2697
s
F 3.032 2.150 2.341 3.501 2.234 2.583

Note: Robust standard errors clustered at cohort level are in parentheses with * p < .1, ** p < .05, *** p < .01. The observations are
within the optimum bandwidth of 4 (the minimum value obtained from the rdbwselect command for all of the outcomes estimates).
The estimates use rural only observation and do not include covariates.
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1244 WILLINGNESS TO PAY ESTIMATES: EVIDENCES FROM AN URBAN WETLAND

HAVING RECREATION-CUM-FISHERY BENEFITS

ABSTRACT

The rationale behind the conservation and restoration of wetlands emerges from a set of ecological and economic values
attributed for the welfare of the community. Water bodies have been supporting biodiversity, sustaining livelihood,
providing goods, services and other amenities, controlling flood, generating employment and yielding recreation benefits.
However, the dichotomy that urban development projects posit upon society - prosperity on the one hand and
degradation on the other, is the basis of this study. The question that arises therefore is whether the costs incurred in the
project are likely to exceed the benefits provided by water bodies while considering the overall impact upon the
environment. Kolkata, the leading metropolitan city of Eastern India, being located on deltaic plain, is endowed with vast
water resources in the form of rivers, drainage channels, wetlands, lakes, canals and ponds. However, the problem of
restoring and preserving these water bodies emerges due to their consideration as “free” public goods which have no
direct monetary value since they are not traded in markets, in spite of offering a wide range of benefits. Economic
valuation of the services and benefits accrued from the water bodies can be instrumental in protection of these water
bodies. Urban wetlands often play multiple roles in recreation-resource generation-livelihood protection. Selecting one
such wetland which is a Nature Park and a long-established Cooperative Fishery, this study seeks to assess the major
ecosystem services, the multifarious roles and the economic value generated by the system. Mudialy Fishermen
Cooperative Society (MFCS) named as Nature Park, an important ecological entity in the south western fringe of Kolkata,
is selected for the study. This paper attempts to find out how people perceive the wetland as an ecological entity and
their preferences by assessing their willingness to pay. It also seeks to determine the drivers controlling their
preferences. Non market valuation techniques are used to draw conclusions. Focus group discussions with members of
the Cooperative and other direct stakeholders further substantiate the analysis of preferences. The study shows that
determination of a substitute cost can be used as a proxy for the overall services that these water bodies provide for free.
It has revealed the strong preference of the people who are directly dependent on it for their livelihood. The study finally
concludes an economic rationale for the further development and preservation of the water body so as to avoid the
further consequences of negligence of water bodies.

Keywords: welfare, economic value, public goods, economic valuation, substitute cost
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1558 HUMAN VULNERABILITY ASSESSMENT FROM DEMOGRAPHIC, SOCIAL AND

CLIMATIC DIMENSIONS

ABSTRACT

Human being are adversely affected by the changing nature of climate. The trend of the climate and associated occurrence
of various hazardous phenomena are manifold higher than it was before. Population are more and more vulnerable
towards different kind of climatic exposures, as manifest in various dimensions like demographic vulnerability,
agricultural vulnerability, biophysical vulnerability etc. as a cumulative effect. Assessment of human vulnerability is a
challenge in view of lack of systematic, quantitative data with respect to the climate change impacts. Also, there is an
uncertainty on the methods of quantification of human vulnerability. This study is an endeavor to quantify human and
climatic vulnerability, based on the analysis of the demographic, social variables along with meteorological data. Methods
- The demographic and social dimensions of selected Indian states (from northern, eastern, southern and western
regions of India) were gathered along with the IMD meteorological information with reference to time zones and season.
Details statistical methodology was adopted to obtain apportionment of relative contributions of different variables,
derived as coefficient matrices using Principal Component Analysis. The coefficient matrices were associated to selected
climatic indices to demonstrate the climatic vulnerability. Results — Vulnerability is defined as the summated impacts of
human exposure, sensitivity and their adaptive ability to a climatic condition. Analysis provided quantification of these
components based on sample data drawn from selected states spatially shown through GIS mapping. This approach has
a high promise to predict and project population vulnerability associated to its confounders in relation to climatic
extremes.
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1581 WETLAND CONSERVATION AND KOLKATA'S ECOLOGICAL RESILIENCE

ABSTRACT

Ecological resilience develops over time and space as result of the dynamic interaction of social-economic and ecological
processes in multiple scales and magnitudes. The ecological resilience of urban ecosystem refers to the state in which the
system able to tolerate the alteration without changing into a new structure and processes. Decline in the ecological
niches of regions result in challenges to resilience. Wet lands remain acutely threatened as an ecosystem, even more so
in urban regions simply due to anthropogenic pressures. Several reasons such as unplanned growth of the urban area at
the cost of nature, lack of proper environmental strategy, lack of adequate implementation of management plans, failure
of past management actions due to lack of environmental justice, and finally a general attitude of negligence of nature in
urban localities as they lose their previous importance in serving the area reduce the cross- scale resilience, leaving the
system vulnerable to change. At present, decisions are implemented based on the present needs of the human society
and that shapes the ecological system. In these circumstances, assessment of the ecological services provided by the
wetlands ecosystem is an important issue to understand the present situation. The present study is aimed at providing a
background to the understanding of ecological resilience in terms of the East Kolkata Wetlands, an expansive tract of
water bodies, streams, canals and channels - an intricate deltaic ecosystem that nurtures the megacity of Kolkata.
Ecological service assessment methodology has been applied that can be used to assess multiple ecological services of
the wetlands in urban areas and integrate them with socio-ecological conditions in urban neighborhoods. This study tries
to point out the reasons which lead to arrive current situation through historical context analysis in order to conserve
them in contemporary time. It is also important to analyze the past and present policies related with wetland
conservation and management to identify the reasons behind its present condition. Result of the analysis will help to
identify the gap between theoretical and practical implementation of the present planning policies related with the
wetland conservation and management. In this context, mapping is an important tool towards spatial representation of
the present vulnerable conditions of the wetlands using the resilience context of wet lands in urban areas. The study
seeks to provide a set of technical and strategic alternatives towards modification of the policy framework that can
significantly improve its effectiveness in establishing of wetland resilience.
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1707 CHARACTERISTICS AND THE NATURE OF THE TREND OF CLIMATE IN THE
CITY KOLKATA

Pradip Patra
Senior Research Scholar (CSIR-SRF), Department of Geography, University of Calcutta. Email: patrapradip1990@gmail.com

ABSTRACT

The changing nature of the climate of the city is experienced throughout all over the world, but its magnitude of change
may differ from city to city. Complexity of the city structure influenced the rate of natural change of the climatic elements
from its counter suburban or rural areas and the effect known Urban Head Island (UHI) effect. So to measure the extreme
climatic elements is the major task, by which special policy may formulate to overcome the situation. Here an attempt
has been made to measure the nature of extremes climatic elements, which are recommended by Expert Team on Climate
Change Detection and Indices (ETCCDI) as well as other relevant indices of the climate of Kolkata. For this purpose, daily
climatic elements (Maximum Temperature, Mean Temperature, Minimum Temperature, Precipitation and Relative
Humidity) has been used for the period of 1969-2012. Both parametric (linear regression test) and non-parametric
(Mann Kendall test) has been used to detect the change and Sen’s slope estimator used to degree of change. To detect
homogeneity of the dataset four homogeneous test has been applied. Long term (1969-2012) trend of extreme
temperature indices like TXa, TXn, TMa, TNx, TNa and TNn of monthly, seasonal and annual time step have follow positive
increasing trends, while noticeable decadal positive change of 0.192C-0.45 °C has noticed in mean Temperature. The
intensity of the Precipitation of different scale also changed, but not significant ones. Other elements like relative
humidity also changed over time and trend of average RH during 8.30 am and 5.30 pm shows alarming rate of change
during monsoon, pre-monsoon and post monsoon seasons, high humidity in monsoon season increases higher heat index
value.

Key Notes: ETCCDI, Mean Temperature, Precipitation Trends, Relative Humidity, Heat Index.

1. INTRODUCTION

Characteristics and trends of Extreme Climatic Indices (ECIs) like maximum temperature (TX) and minimum
temperature (TN) and precipitation indices in the world have been analyses by different researchers and most of the
findings reveal the fact that ECIs has increased in recent times (Easterling etal.,, 1997; Plummer, et al.,, 1999; Zhang, Hogg,
& Mekis, 2001; Frich, et al.,, 2002; Vose et al., 2004;; Moberg & Jones, 2005; Rahmstorf & Coumou, 2011; Lee, Kwon,
Modarres, Kim, & Chebana, 2016; Scherrer, et al.,, 2016; Lin, et al,, 2017; Abbas, Sarwar , Ibrahim, Adrees, & Alij, 2018;
Mukherjee, Aadhar, Stone, & Mishra, 2018; Tirkey, Ghosh, Pandey, & Shekhar, 2018). Not only indices of TX, TN, mean
temperature (TM) increase more significantly while significant decreasing trend of Diurnal Temperature Range-DTR
(Brazdil, 1996; Moberg, & Jones 2005; Dashkhuu et al,, 2014; Ghasemi, 2015) has been noticed. After reviewing existing
trends of ECIs and its future projection of 314, 4th and 5t Assessment Reports (AR) of the IPCC, Alexander (2016) finally
concluded that the warm temperature would increase and cold temperature extremes would continue to decrease. Karl
et al. (1993) quantify the trend and found that the rise of the TN was three times more than the rise of the TX, and the
decrease of the DTR was equal to the increase of the TM in the land dominated northern hemisphere. The urban areas
trap the heat and increase firstly the Land Surface Temperature (LST), and thereafter the local air temperature, by which
it can be differentiated from its rural or suburban counterpart, the process is commonly known as the Urban Heat Island
(UHI) effect. And due to this mechanism, trend of ECIs in urban areas becomes more observable compare to its counter
rural areas. The study by different researchers has found the alarming rate of the change of ECIs (Alghamdi & Moore,
2014; Keggenhoff, Elizbarashvili, Amiri-Farahani, & King, 2014; Mishra, Ganguly, Nijssen, & Lettenmaier, 2015). Not only
increasing trend, asymmetry has also been found in the temporal distribution of temperature where Long-term change
(1901- 2003) shows a slight increase of the TX (0.07 2C/decade), while in recent time (1971-2003) both TX and TN have
increased (>0.2 2C/decade) substantially (Kothawale, & Rupa Kumar, 2005). In India, studies conducted by different
researchers at the national level like Rao et al,, (2004), Oza and Kishtawal (2015), basin level (Shrestha, 2016; Hamid,
2014) and city (Dhorde, Dhorde, & Gadgil, 2009; Mohan et al. 2011a, 2011b, and 2012; Desai, Patel, Rathi, Wagle, & Desai,
2015; Korade, & Dhorde, 2016) have found that the extreme temperature events as well as relative events like warm
nights, warm days, and cold nights are increasing with different magnitudes.

Increase of temperature of the city under warming phases, precipitation, extreme likely to be increased as a result of The
Clausius-Clapeyron (C-C) relationship, as water holding capacity of the atmosphere increase approximately 6-7%/K
increase of temperature (Trenberth, Dai, Rasmussen, & Parsons, 2003; Kharin & Zwiers, 2007). So, along with extreme
temperature indices, precipitation indices needs to incorporate, as the later one has also socio-economic impacts, like-
urban flooding. Studies by researchers also confirm that, intensity of precipitation has increased in recent times and will
be in the upcoming future (Siswanto, van Oldenborgh, van der Schrier, Jilderda, & van den Hurk, 2016; Mukherjee,
Aadhar, Stone, & Mishra, 2018) while different precipitation(ndices respond differently ( Rahimzadeh, Asgari, & Fattahi,
2009)

Table 9. Extreme Temperature and Precipitation Indices

ID | Index name | Description | Unit
Temperature Extremes

TXx Maximum Tmax Monthly maximum value of daily Tmax oC
TNx Max Tmin Monthly maximum value of daily Tmin oC
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TXn Min Tmax Monthly minimum value of daily Tmax .

TNn Min Tmin Monthly minimum value of daily Tmin .

TXa Average Tmax Monthly average value of Daily Tmax oC

TNa Average Tmin Monthly average value of Daily Tmin o

™ Average Tmean Monthly average value of Daily Tmean °C

TN10p Cool nights Total no. days when daily TN less than 10th Percentile | Days

TX10p Cool days Total no. days when daily TX less than 10th Percentile | Days

Tn90p Warm Nights Total no. days when daily TN less than 90th Percentile | Days

TX90p Warm days Total no. days when daily TX less than 90th Percentile | Days

DTR Diurnal Temperature Range Annual mean value of difference between TXand TN | °

Precipitation Extremes

PRCPTOT Annual Total Wet Day PR Annual Total Number of Wet Day rainfall >= 0.001 Days

R10mm Number of heavy rain Days annual number of days when PR>10mm Days

R20mm Number of very heavy rain Days Annual Number of days when PR>20mm Days

R95p Total annual PR from heavy rain days | Annual sum of daily PR>95 percentile mm

R95pTOT Contribution from very Wet days 100*r95p/PRCPTOT %

R99p Total annual PR from very heavy rain | Annual sum of daily PR>99 percentile mm
days

R99pTOT Contribution from extremely Wet days | 100*r99p/PRCPTOT %

R*1Day Maximum 1 day PR Maximum 1 day PR total mm/day

R*5Day Max 5 day PR Maximum 5 day PR total mm/day

SDII Simple Daily Intensity Index Annual total PR divided by the number of wet days( when PR>=0.01mm)

2.STUDY AREA, DATA AND METHODOLOGY

The Kolkata Metropolitan Area (KMA) is the 3rdlargest Urban Agglomeration (UA) and oldest metropolis (more than 300
years old) of India, consists of three Municipal Corporation (MC-Kolkata, Howrah and Chandannagar), 38 Municipalities
and 24 Panchayat Samitis. Kolkata Municipal Corporation (KMC) is the most populated MC of KMA. The Kolkata city has
only one meteorological station, Alipore which is also the oldest meteorological station of the country. As the city has a
long history of growth, the impact of growth on micro climate is not sudden, hence, the prime objective of the paper to
find out the climatic trend of the city at present and also upcoming future. Spatio-temporal distribution of surface
temperature- Land Surface Temperature (LST) using multi temporal Landsat Thematic Mapper (TM) imagery has been
used. To fulfil the main objective of the paper, 44 years (1969-2012) of daily temperature (maximum and minimum),
precipitation and relative humidity data, have been used, which has been collected from the office of India Meteorological
Department (IMD), Alipore and Pune. The dataset having almost complete with less than 2% of missing data. The missing
data are excluded as the distance is more in-between Alipore and other observatories. Quality control of the data have
also been conducted according to the standard process described by Alexander et al. (2006). After analyzing extreme
temperatures of a long-period (1850 to 2012), as per the IPCC fifth Assessment Report (AR5) it has been identified that
1983 to 2012 period was the warmest period of the earth; and current climate period also fall under this warming phase,
hence it is expected that this study will enable to figure out the micro-climatic condition and its trend of Kolkata. The
IPCC in its Special Reports managing the risks of Extreme Events and Disaster to Advance Climate Change Adaptation
(SREX) in 2012 and AR5 in 2013 has given special emphasis to temperature and precipitation extremes in the context of
climate change. Expert Team on Climate Change Detection and Indices (ETCCDI) recommended 27 core temperature and
precipitation indices, out of which, most of the temperature indices (both absolute and relative) and precipitation indices
which are suitable to analyses the climate of city have been analyzed here (table 1). Both parametric test (linear
regression test) and non-parametric test (Mann-Kendall Tau test, MK) have been computed to know the nature of change
either positive or negative in the areas, Theil Sen’s Slope (SS) has also been computed to know the degree of change.
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Land Surface Temperature (LST)

In order to convert the DN value of Landsat Thematic Mapper 5, band 6 the following equation has been used-
Li =Lmax+(Lmax-Lmin) /Qdn/Qmax

Where, Li is the at-sensor spectral radiance (MW - cm-2 - sr -1 -um-1); Lmax is the maximum at-sensor spectral radiance;
Lmin is the minimum at-sensor spectral radiance; Qmax represents the maximum DN value of pixels and Qunrepresents the
DN value of pixel. For Landsat TM 6 data, Equation can be expressed as Equation:

Le=0.005 632 156 Qan + 1.238

Where, L is the at-sensor spectral radiance of Landsat TM 6, and Qdn is the DN value of pixel.

In order to convert the spectral radiance into at-sensor brightness temperature, the Planck’s function can be used as:
Ts=KzIn (1+ K1 /Le)

K1=60.776 MW - cm2- sr-1 um'!

K2=1260.56 K

Where, Ts is the at-sensor brightness temperature of Landsat TM 6; Ki, Kz are calibration constants of Landsat TM and Le
represents the at-sensor spectral radiance of Landsat TM 6. Further brightness temperature of Landsat TM6 is converted
from Kelvin to Celsius.

Mann Kendall Test

Mann Kendall test is one of the effective non-parametric test which can significantly detect the trend of meteorological
data series.

s= nz_f Zn: sgn(x; — x;)

i=1 j=i+1
Where, n is the periods or length of the data set and x; and x;represent data pointin the time series of i and j, respectively
(>)),
—1, lf x]- — X <0
sgn(xj — xi) = 0, lf x]' - X = 0
+1, lf Xj - X >0
It has been documented that when n.> 10 Then the distribution of S is normally follow
ES)=0
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n(n—1)(2n+5) - X2, (6 — D(2¢ +5)
18
Where E(S) is the mean and V(S) is the variance, m is the number of the groups and t; is the size of the ith tied group.
The standard normal test statistics Z is given by
S+1

L/V(S)'
Z = { 0, ifS=0
S—-1

I
VS
Positive Z score indicates an increasing trend and negative shows negative trend or decreasing trend of the precipitation.

If |Z| > Z1_u /2, null hypothesis H, for “no trend” in the time series is rejected and a significant trend exist. In the present
study, significance level is fixed at 0.05. No Pre-Whitening is done as the data length is enough (Bayazit and Onéz, 2008).

V(s) =

ifS<0

ifS>0

Theil-Sen’s approach (TSA) (Theil 1950: Sen 1968) is used to determine the degree or magnitude if change. TSA slope
i.e. B is defined as-

B = median(u)

j—i
Where X; and X; represent data points in time series i and j, respectively (i < j). A positive value of the slope, B indicates
and increasing trend and vice versa.
Decadal change
Here, magnitude of the change computed in time step of decade. Yue and Hashino (2003) used percentage change of
sen’s slope on their articles, here decadal change of temperature have been computed using the formula
B *N
Decadal change (%) = 3 * 10

Where, f is the slope value calculated by Theil-Sen’s formula and N is the data length and X is the mean of the data.

3. RESULT AND DISCUSSION

3.1 Land Surface Temperature

Analyzing the spatio-temporal distribution and the characteristics of Land Surface Temperature (LST) is one of the
important factors to study the micro-climatic condition of an area and due to changing Land Use and Land Cover (LULC)
and conversion of any kind of land to impervious material, LST has significantly increased (Hu & Jia, 2009; Wang, Zhan,
& Ouyang, 2017; Xiao, et al., 2018). Here two seasons i.e. summer and winter has been chosen to examine the behavior
of LST during the seasons in different decades. To measures winter and summer season LST multiple year Landsat
Thematic Mapper (TM) 5 (band 6) satellite images has been used. Details of the algorithm and band information has been
given in the table 2. Here only one sensor data have been used to monitor the LST as the different sensor has a different
reflectance and may give different results.

Table 10 Basic Information about the used Satellite Images

Imagery Landsat Thermal Mapper (TM) 5

Winter Seasons (Jan-1990, 2001, 2010);
Summer Seasons ( April 1990, 1999, 2009)

Band Used Thermal (Band no. 6)
Wave length 10.40 - 12.50 (um)
Resolution 120 meter

LST has been measured across 144 wards of the KMC in two seasons; winter (1990, 2001 and 2010) and summer (1990,
1999 and 2009). From the Fig. 2(a-c) and 3 (a-c), it can be said that, LST has increased significantly during the time period
in both of the seasons, while the rate of change is maximum in summer seasons with more than 22 C. Both of the seasons
shows a significant increase of LST in northern, eastern (ward no. of 75-80) and southern (ward no. 70-76, 80-84, 116-
118) part of the study area.
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Figure 3. LST during Summer Season: 1990 (a), 1999 (b), and 2009 (c)
3.2 Temperature Extremes
3.2.1 Monthly Characteristics of TI's and trends

3.2.1.1 TXx, TXn, TXa

Monthly TXx of Alipore has increased with insignificantly trend (table 1). Out of 12 months, nine months shows a slight
increasing trend of TXx while March, April and May shows a slight decreasing trend. While significant increasing trend
has been noticed in the August month and October month with positive trend of 0.16 2C/decade and 0.18 2C/decade
respectively. Like TXx, TXn have also found similar trend with most of the month remains non statistical significant trend.
Although, significant decreasing trend (1.80 2C/decade) of TXn in January month has been recorded. TXa as a whole is a
good indicator to have an idea about whether monthly average TX has increased or not. No Significant increasing trend
of TXa has been found in most of the months, while statistically decreasing trend (0.50 2C/decade) of TXa has been
observed in January month.

3.2.1.2 TNx, TNn and TNa

Daily TNx is one of the most important parameters to define change of temperatures in the urban areas. An increase of
TNx in all of the months has been found, where most of the months have indicated a significant increasing trend, with
decadal change, of February (0.98 2C), March (0.60 2C), April (0.53 2C) and June (0.41 °C) at Dumdum, and February
(0.712C), March (0.62 2C) April (0.59 2C) and December (1.13 2C).

It is very interesting to note that, TNn shows an increasing trend in all of the months while significant increasing trend
has been also noticed in the months of January, February, March, June and August with decadal increasing trend of 1.41°C,
1.379C, 1.282C, 0.62C and 0.40°C respectively.

TNa also shows a significantly (both 5% and 1% significant level) increasing trend. Out of the twelve months of a year,
around ten months significantly figure out the fact. Although the rate of the change of the temperatures differ from month
to month; and noticeable decadal increasing trends have been noticed in the months of December (1.52C) February
(0.872C) and March (0.892C).

3.213TM
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Monthly Tmean (TM) of the city have shown different kind of results. Although in all of the months of the Alipore
Observatory indicate an increasing trend, the significantly increasing trend has been noticed in the months, with decadal
change, of March (0.45 2C), July (0.19 2C), August (0.229C), September (0.202C) and December (0.532C), and the
remaining months represent non-significant trend.

3.2.2 Seasonal Characteristics of TI's and trends

Seasonal TXx, TXn, TXa of Kolkata also indicate varying results, where statistically significant increasing trend of TXx has
been found in post-monsoon season (0.172C/decade). Statistically significant decreasing trend of TXn of -1.662C/decade
have been found in the winter season. Whereas, no significant seasonal increasing trend of TXa has been found in Kolkata.

Table 11. Extreme Temperature Trends in Kolkata
Time TXx Alipore TXa_Alipore TXn_Alipore TMa_Alipore TNx_Alipore TNa Alipore TNn Alipore
MK Sen's | MK Sen's MK Sen's MK Sen's MK Sen's MK Sen's MK Sen's
Jan 0.1 0.24 | -0.29 | - -0.39 | -1.80** -0.05 | -0.12 0.05 | 0.233 0.15 | 0.658 0.28 | 1.39**
0.52%
Feb 0.1 0.29 0.06 |01 -0.09 | -0.55 0.2 0.43* | 0.26 | 0.71** | 0.32 | 0.88** | 0.17 | 1.366
Mar -0.09 | -0.17 | 0.07 | 0.13 0.07 | 0.35 0.25 | 0.44* | 036 | 0.63** | 0.32 | 0.89** | 0.24 | 1.28*
Apr -0.11 | -0.2 -0.06 | -0.11 | -0.06 | -0.24 0.08 | 0.12 0.37 | 0.58** | 0.26 | 0.38* 0.08 | 0.305
May -0.02 | -0.06 | 0.05 | 0.1 -0.12 | -0.51 0.17 | 0.22 0.20 | 0.21 0.26 | 0.43* 0.11 | 0401
Jun 001 |0 0.09 | 0.14 -0.07 | -0.18 0.19 | 0.26 0.26 | 0.32* 0.37 | 0.44* 0.29 | 0.60**
Jul 0.11 | 0.19 0.09 | 0.07 0.06 | 0.12 0.21 | 0.19* | 030 | 0.26** | 0.42 | 0.35* 0.12 | 0.144
Aug 0.17 | 016 | 013 | 0.12 0.03 | 0.07 0.27 | 0.23* | 0.26 | 0.22%* 044 | 0.33* | 0.27 | 0.40*
Sep 0.17 | 017 [011 |0.11 -0.02 | -0.05 0.25 | 0.20* | 019 | 0175 | 041 | 0.30** | 0.28 | 0.33**
Oct 0.22 | 0.18* | -0.03 | -0.03 | 0 0 0.1 0.09 0.29 | 0.29** | 0.20 | 0.24* 002 |0
Nov 0.11 | 0.14 | -0.04 | -0.03 | -0.07 | -0.4 0.2 0.35* | 0.15 | 0.453 0.23 | 0.73* 0.11 | 0.762
Dec 0.13 | 0.25 -0.01 | -0.01 | -0.11 | -0.58 0.27 | 0.53* | 0.23 | 1.13* 045 | 1.51** | 0.14 | 0.565
JF 0.1 0.29 -0.13 | -0.22 | -0.33 | -1.66** 0.1 0.17 0.26 | 0.71* 0.29 | 0.84** | 0.16 | 0.874
MAM -0.09 | -0.17 | 0.02 | 0.01 -0.07 | -0.35 0.2 0.24* | 0.25 | 0.28* 039 | 0.57** | 0.24 | 1.28*
JJAS -0.07 | -0.19 | 0.15 | 0.1 0.07 | 0.07 0.33 | 0.22** | 0.27 | 0.29* 0.54 | 0.33** | 0.27 | 0.46*
OND 0.22 | 0.18* | -0.08 | -0.06 | -0.13 | -0.71 0.3 0.30** | 0.30 | 0.33** | 042 | 0.72** | 0.14 | 0.565
Annual | -0.1 -0.17 | -0.03 | -0.01 | -0.26 | -1.35* 0.37 | 0.21* | 0.22 | 0.25%* 0.63 | 0.53** | 0.15 | 0.75
Bold mark are statistically significant, while * and ** denotes 5% significance level and 1% significance level.

TNx follows significant increasing trend in all of the seasons having alarming trend found in winter season with the
decadal increasing trend of more than 0.962C. An interesting finding is that, TNn has increasing trend at Alipore with
statistically significant trend in the pre-monsoon (1.282C /decade) and monsoon (0.462C/decade) seasons. But TNa has
got significant increasing trend in all of the seasons at both of the stations with noticeable increasing trend found in
winter (0.832C/decade), pre-monsoon (0.572C/decade), monsoon (0.332C/decade) and post-monsoon (0.722C/decade)
seasons at Alipore.

Seasonal TMa of both the stations shows an alarmingly increase trend throughout the year, and the maximum positive
trend has been noticed in pre-monsoon, monsoon and post-monsoon seasons with decadal change of TMa varying from
0.212C/decade to 0.482C/decade, decadal change of TMa is the maximum in post-monsoon season with decadal change
of 0.302C/decade.
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Figure 4. Annual Trend of TXx, TXn and TXa (a), Annual Trend of TNx, TNn and TNa (b) and Annual Trend of TMa (c) at
Alipore meteorological station

3.2.3. Trend of annual extreme temperatures over Kolkata

Temperature extremes like TXx, TNn, TM, TXn, TNx, TXa and TNa in annual time step have been computed to know the
trend of such elements (Fig 4). Both parametric and non-parametric tests have been computed to know the actual change
of the temperature (table 3). No statistical change of TXx has been observed at any of the stations selected here. TXn of
Alipore has decreased (-1.34 2C/decade) significantly with p value 0.013. Higher rate of increasing trend of annual TNx
has been noticed in Alipore (0.25 2C/decade); while significant annual TNa has been recorded at Alipore with decadal
change of temperature of 0.53 2C with p < 0.0001 and R2value of 0.41. Annual TNn have been recorded with increasing
trends, but the results have no statistical significance at 5% or 1% significance level. TMa shows an increasing trend with
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95% confidence level, with both parametric (R2 values 0.1) and non-parametric test (0.21 2C/decade with p = 0.0003)
result signifies the result.
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Figure 6. Decadal Variability of Relative Temperature Extremes

3.2.4. Annual and Decadal Distribution of Relative extreme Events

For relative measures of temperature events, six indices have been used, out of which IPCC has recommended four
indices, namely Warm Days (TX90p), Warm Night (TN90p), Cool Nights (TN10p), Cold Days (TX10p); and apart from
this, Tmean90p and DTR90p have also been used here to find out whether the extreme mean temperature values and
extreme diurnal values changed over the time period or not, as those are also important temperature parameters.
Significantly increase trend of warm nights has been recorded at Alipore with R2 value of 0.49 (fig. 5).

The selected dataset have been suitably divided into four decades like 1971-1980, 1981-1990, 1991-2000 and 2001-
2010. Different indices behave differently throughout the study period. It has been found that warm days and warm
nights both of the urban observatories shows an increasing values (Fig. 6). The frequency of cool nights have not
increased, while a gradual decreasing trend of cool nights, has been observed. On the other hand, a little increase of the
cold days frequency has been noticed at Alipore. It is interesting to note that from all of the four parameters, positive
change of the warm nights has been marked in other cities of India and World.

3.3 Precipitation extremes

Like temperature extremes, precipitation extremes of Kolkata has also been computed here (table 4 and fig. 7 a-d).
Precipitation extremes of different parts of the world, changed differently, where most of the cases an increase of the PE
has been examined, while others remain decreasing trend.

Table 12 Precipitation Extremes of Kolkata

Variable Min Max Mean SD Kendall's tau | p-value | Sen'sslope | Decadal Trend
R*1Day 50.30 343.60 122.24 60.64 0.15 0.16 0.57 2.06
R*5Day 126.90 550.80 239.16 10894 | 0.17 0.12 1.46 2.69
R99pTOT 9.77 27.08 17.00 4.20 0.04 0.74 0.02 5.68
R95PTOT 60.20 90.34 79.03 6.29 0.12 0.27 0.09 5.03
R95P 148.20 606.60 293.93 106.11 0.13 0.21 1.24 1.85
R99P 48.83 128.24 72.04 17.88 0.12 0.24 0.21 1.29
R90P 795.50 2043.10 1348.17 250.89 | 011 0.32 3.18 1.04
PR95Rough 8.52 23.28 13.96 3.19 0.00 0.98 0.00 0.07
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PR95 10.13 24.21 15.12 2.56 0.05 0.66 0.01 0.42
Rainy Days 61.00 99.00 83.45 8.11 -0.04 0.72 0.00 0.00
Wet Days 85.00 160.00 124.39 14.62 0.00 1.00 0.00 0.00
Pr>=120mm 0.00 3.00 0.59 0.92 0.11 0.37 0.00 0.00
Pr>=70mm 0.00 11.00 3.23 2.23 0.13 0.25 0.00 0.00
Pr>125 0.00 3.00 0.52 0.85 0.12 0.33 0.00 0.00
Pr>20 15.00 43.00 27.70 4.74 0.03 0.81 0.00 0.00
Pr 90 Percentile 25.00 59.00 36.36 5.60 0.05 0.63 0.00 0.00
pr 95 percentile 9.00 34.00 18.14 451 -0.01 0.96 0.00 0.00
Pr 99 percentile 0.00 11.00 3.61 2.31 0.13 0.25 0.00 0.00
75 Percentile 65.00 107.00 90.84 9.23 -0.04 0.69 -0.05 -0.22
Annual Precipitation | 1095.90 2464.70 1706.06 289.62 0.11 0.32 2.20 0.57
SDII 9.44 20.04 13.76 2.25 0.09 0.38 0.02 0.68
JF 0.00 9.00 3.89 2.70 -0.10 0.35 0.00 0.00
MAM 5.00 34.00 1791 6.84 -0.01 0.90 0.00 0.00
Wet JJAS 66.00 99.00 82.70 8.03 -0.06 0.56 -0.04 -0.23
Days OND 4.00 39.00 2091 7.77 0.18 0.08 0.18 3.89
JF 0.00 5.00 2.05 1.60 -0.14 0.20 0.00 0.00
MAM 1.00 20.00 9.93 4.37 -0.04 0.71 0.00 0.00
Rainy JJAS 40.00 72.00 57.32 7.33 -0.02 0.87 0.00 0.00
Days OND 2.00 28.00 13.41 5.73 0.17 0.12 0.12 3.90
3.3.1. R*1Day, R*5Day

One day Maximum Precipitation (R*1Day) and consecutive five days extremes precipitation (R*5Day) trend show an
increasing trend with decadal increasing trend of 2.06mm/ day and 2.69mm/day respectively but the trend is not
statistically significant.

3.3.2. Daily heavy to very severe Precipitation

Daily Heavy to severe precipitation of Precipitation greater than 20mm, 70mm, 120mm shows almost no trend with a
slight decadal change of respected precipitation extremes lies from 0.11-0.15mm. No statistical significant trend has been
observed at Alipore.
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Figure 7. Precipitation Extremes of Kolkata: Wet Days frequency (a), Rainy Day Frequency (b), Heavy Precipitation Day
(Pr>=70mm/day) frequency (c) and Annual Precipitation (d)

3.3.3. Wet Days Frequency and Rainy Days Frequency

Wet Days frequency (Pr>0.01mm/day) and Rainy Days frequency (Pr>2.54mm/day) are also good indicators for
precipitation extreme analysis. Frequency of wet and rainy days remain unchanged throughout the time periods.
Seasonal wet days frequency of the post monsoon seasons shows significant increasing trend with 3.89mm/decade, while
other seasons remain unchanged with a decreasing trend of wet days frequency in monsoon seasons (-2.89mm/decade)
has been noticed.
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3.3.4. Simple Daily Intensity Index (SDII)
Simple Daily Intensity Index of the precipitation is increased with 0.68 mm/day. Although like other precipitation indices,
trend of SDII also shows an insignificant trend.

3.3.5. Contribution 99t Percentile and 95 percentile of precipitation (R99P and R95P) and percentage
contribution to total wet days (R99PTOT and R99PTOT)

R99P and R95P shows insignificant increasing trend of 1.29mm/decade and 1.85 mm/decade respectively, while
R99PTOT and RI5PTOT found to be insignificantly changed over the time period at the rate of 5.68% and 5.0%
respectively.

A slight decreasing trend of the total annual precipitation (-0.57mm/decade), has been recorded while R95Percentile,
R99Percentile remain no changed.

3.4 Trend of the Relative Humidity in Kolkata

Relative humidity is also an important parameter of the climate and its variability also plays a significant role on both
physical elements such as Climate and other process and Human Being also. But, compare to temperature and
precipitation, a little work has been carried forward by the researchers on RH, most of result shows a decreasing trend
of the RH (Akinbode, Eludoyin, & Fashae, 2008; Jayamurugan, Kumaravel, Palanivel, & Chockalingam, 2013; Liu, Zhang,
Zhang, & Wa, 2015; Yao, Zhao, Wang, Wang, & Zhang, 2016; Russo, Sillmann, & Sterl, 2017; Chang, 2017), While few
study shows increase of RH (Chau & Woo, 2015; Desai, Patel, Rathi, Wagle, & Desai, 2015; Coffel , Horton, & Sherbinin,
2018). Here, RH at 8.30 am and 5.30 pm of Indian Standard Time (IST) has been analyzed. The results (table 5 and 6)
show that, average RH of all of the seasons shows significant increasing trend with winter (2.28 %), Summer (1.11%),
monsoon (0.44%), post monsoon (1.80%) and overall annual (1.45%) RH at 8.30 am, while winter (2.25 %), summer
(0.73%), monsoon (0.31%), post monsoon (1.25%) and overall annual (1.14%) RH at 5.30 pm respectively. While RH 75
percentile days (RH75P) and 50 percentile days (RH50P) of RH in different seasons at 8.30 am shows an alarming rate
of increasing trend with maximum trend has been noticed in the post monsoon season with 13.77% (RH75P) and
12.28(RH50P) while at 5.30 PM, pre monsoon and monsoon RH shows a decreasing trend while post monsoon season
has recorded significant increasing trend.

Table 13 Trend of Relative Humidity (8.30 am) at Kolkata

p-value Sen's
Variable Min Max Mean SD Kendall | (Two-tailed) | slope Change of RH per decade
JE 63.03 85.30 7391 5.77 0.64 < 0.0001 0.41 2.28
MAM 64.23 78.08 71.15 3.69 0.48 < 0.0001 0.20 1.11
JJAS 78.39 86.44 82.37 1.87 0.40 0.00 0.09 0.44
OND 65.03 83.48 74.20 4.89 0.57 < 0.0001 0.33 1.80
Average RH | Annual | 70.14 85.30 75.72 3.67 0.70 < 0.0001 0.26 1.45
JE 6.00 30.00 15.88 7.19 0.38 0.00 0.33 8.25
MAM 0.00 33.00 8.90 6.50 0.45 < 0.0001 0.29 12.52
JJAS 31.00 86.00 50.25 13.08 | 0.42 0.00 0.56 4.47
RH75P OND 4.00 48.00 20.50 11.27 | 0.56 <0.0001 0.71 13.77
JF 10.00 46.00 26.23 9.22 0.51 < 0.0001 0.62 9.41
MAM 9.00 64.00 31.54 1495 | 0.55 <0.0001 1.00 12.37
JJAS 74.00 115.00 92.73 1092 | 0.34 0.00 0.47 2.04
RH50P OND 12.00 80.00 39.95 17.63 | 0.61 <0.0001 1.23 12.28
Table 14 Trends of Relative Humidity (5.30PM) at Kolkata
Kendall' | p-value Sen's
Variable Min Max Mean SD s tau (Two-tailed) | slope: | Change of RH per decade
JF 45.78 | 68.20 57.61 5.16 0.53 <0.0001 0.32 2.25
MAM 4996 | 72.67 58.79 4.15 0.23 0.04 0.11 0.73
JJAS 75.31 | 84.98 80.55 2.07 0.23 0.04 0.06 0.31
OND 60.73 | 80.05 69.74 4.45 0.45 <0.0001 0.22 1.25
Average RH | Annual 60.78 | 74.97 66.69 3.26 0.48 <0.0001 0.18 1.14
JF 0.00 7.00 1.77 1.98 -0.11 0.35 0.00 0.00
MAM 0.00 27.00 4.98 5.51 -0.22 0.04 -0.07 | -6.59
JJAS 0.00 92.00 60.48 22.21 | -0.04 0.72 -0.04 | -0.30
OND 0.00 43.00 15.66 9.94 0.14 0.19 0.21 5.88
RH75P Annual 0.00 137.00 82.89 32.84 | 0.04 0.69 0.15 0.77
JF 0.00 22.00 7.61 6.04 0.15 0.17 0.10 5.78
MAM 0.00 58.00 23.48 12.76 | -0.11 0.31 -0.20 -3.75
JJAS 0.00 119.00 96.64 32.02 | -0.10 0.36 -0.11 -0.51
OND 0.00 89.00 39.34 2043 | 0.28 0.01 0.59 6.58
RH50P Annual 0.00 258.00 167.07 60.55 | 0.12 0.24 0.60 1.59

4. CONCLUSION
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The changing nature of the climate of any city is a very prominent feature all over the world, as increasing trend of TNa
is three times greater in the northern hemisphere than southern hemisphere due to predominance of landmass (Karl,
1993; Ji, 2014). Hence a city located in the northern hemisphere may face faster rate of positive temperature change in
recent times and in upcoming future also. The IPCC predicts that world urban agglomeration will experience a minimum
of 2°2C warming excluding UHI effects, compare to the pre-industrial level, and it may rise a minimum of 2.5 2C in some
urban centers in 2025 and this rise of the temperature may also exceed 4°C by the end of this century as per the
Representation Concentration Pathway (RCP) 8.5 scenario. LST of the Kolkata shows an increasing trend in both summer
and winter seasons. Annual, seasonal and monthly TXa, TNa and TNx also show increasing trends in Kolkata, whereas
the TXx is notincreased. Annual and decadal trend of Relative Tls increased throughout the time period and the alarming
rate of increasing trend of warm nights has been noticed which were also seen by Rahimzadeh, et al. 2009; Kothawale, et
al. 2010; Revadekar, 2010; Jain, & Kumar, 2012; Dashkhuu, et al. 2015; Oza, & Kishtawal, 2015; Zhang, et al. 2017 on
their studies. DTR of Kolkata has been decreased very much. On the other hand, trend of Pls did not show any significant
increasing or decreasing change, only wet days frequency in the post monsoon season shows an increasing trend with
10% significance level. In urban areas, due to increase in temperature, precipitation not increased which also found by
(Ali & Mishra, 2017) on their work. On the other hand, RH has been increasing at a very alarming rate and the change
has been very significant in most of the cases with the p value <0.0001. Increasing trend of RH in the night has more
compare to day time, and TXa, TNa, TM also shows increasing trend which leads to more value of the heat index, which
amplifying the heat stress (Russo, Sillmann, & Sterl , 2017). Increase of summertime of the RH may lead to more
morbidity in urban areas (Chau & Woo, 2015).
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1080 STATUS OF MUNICIPAL E-GOVERNANCE IN INDIA: A NEW APPROACH OF

EVALUATION

ABSTRACT

Innovation in Information and Communication Technologies (ICTs) is bringing the world to one’s home. It is not only
speeding up processes and communication, but also makes information available to every human being on earth,
irrespective of one’s location and profile. Rapid urbanization and scarcity of time is making ICT enabled mechanisms
more and more effective. Managing the urban centres; be it a town or a metropolis; is becoming the toughest job for
municipal administrators. Making the system of urban governance good is a major challenge for the contemporary world.
India, being a developing nation is progressing towards the establishment of a transparent and accountable system of
governance. Urban India is engulfed by multifaceted problems relating to environment, economy, administration, society
and polity. Technology is making the urban affairs E-savvy. The ICTs are crucial to foster economic growth and facilitate
pro-citizen development. E-Governance provides the opportunity to streamline the functioning of Urban Local Bodies
(ULBs). While providing opportunity to urban administrators to disseminate information, collect tax, registrar birth/
death, provide licenses; also making it easier for the citizen to convey their opinion, lodge complaints, access services
from home and participate in developmental activities of their neighbourhood. Since the system of electronic governance
is multi-dimensional, it can’t be gauged apparently by considering only a few factors. This study is therefore a systematic
effort to evaluate the municipal E-Governance of some selected Indian ULBs, through a set of newly constructed indices
like Institutional E-governance Index, Participatory E-Governance Index, Social E-Governance Index, Financial E-
Governance Index, Environmental E-Governance Index and Citizen centric E-Governance Index. The gaps in the level of
urban E-Governance in India with that of the other countries are also identified. The methodological framework of this
study focuses on the different dimensions of urban management. Since websites are the mirror of functions and
functionaries of any organization, the in-depth municipal website survey forms the database of this study. These website-
based E-Governance evaluation indices involve unique analysis in the sense that it deals with the actual service delivery
interface that the common people deal with. Rigorous evaluation of municipal E- Governance portrays an overall
satisfactory performance of the ULBs. It is also observed that in general the ULBs tend follow a similar pattern in all the
indices. Large urban centres and metropolis exerts overwhelming dominance over the smaller towns and cities. While,
the performance of Pune and Madurai is the best in citizen-centrism of municipal E-Governance; Port Blair and Diu
occupies the bottom of the table. Though the overall performance of the Indian ULBs is satisfactory, but it portrays a wide
gap in general outlook and approaches of urban E- Governance of the global economic giants. This systematic endeavour
spotted that the municipal E-Governance in India is oriented to satisfy the minimum needs of people and maintain regular
municipal enterprises; but ULBs of developed countries are motivated to promote and holistic upliftment of standard of
living of their citizens. The Indian ULBs should therefore concentrate upon improving efficiency of pro-people E-
Governance.
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ABSTRACT

Income-sorting processes and partisan-sorting forces are hypothesized to be interrelated phenomena leading to the
clustering of people having similar levels of income and political ideologies. This paper determines the predominant
political ideology of each Swiss municipality and examines whether there is any spatial concentration of political
ideologies. The contribution of this research is that it proposes a new way to capture social interactions, based on the
geographical concentration of political ideologies, and, following the literature on “the geography of discontent”, it shows
that these concentrations are correlated with income and income inequality.
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1 INTRODUCTION

Geographical sorting processes are phenomena that many societies all over the world have been experiencing for
centuries, usually leading to the clustering of population based on socio-economic, religious or ethnic characteristics.
Following the economic literature, individual income level plays an important role in sorting processes. On one hand,
income could represent a constraint in the residential decision of people, as already formalized in the bid-rent theory
(Fujita, 1989, based on the pioneering work of von Thiinen, 1826 and Alonso, 1964), and, on the other hand, as already
highlighted by Tiebout (1956), people prefer to live close to other people who are similar to themselves, also in terms of
wealth. From an alternative perspective, in the political science literature there has been an increasing interest in the
phenomenon of partisan sorting, which analyzes whether individuals are nowadays more geographically sorted
according to their political preferences (Bishop, 2008; Abramowitz, 2010; Abrams and Fiorina, 2012; Tam Cho et al,,
2013). Moreover, the literature on voting behavior highlights how individual socio-economic characteristics are
important predictor of political preferences (Meltzer and Richard, 1981; Rueda and Stegmueller, 2014). This implies that
people sorting themselves based on socio-economic characteristics are also expected to share similar political ideologies.
Hence, various sorting processes are hypothesized to cluster people with analogous socio-economic characteristics and
similar political preferences. This is closely related to recent findings on the importance of economic geography and
regional differences in terms of economic welfare in explaining how people vote. The results of the Brexit referendum
represent a key example, clearly showing that the level of local economy was an important driver, even after carefully
controlling for individual characteristics (Los et al., 2017). This has led to the term “the geography of discontent”,
referring to the spatial distribution of discontent in a country, reflecting inequalities between regions in terms of
economic welfare. Hence, as already highlighted by O’Laughlin et al. (1994), the spatial dimension is extremely important
and needs to be considered.

The aim of this paper is to propose a new definition of spatial cohesion, representing a new way to capture social
interactions, based on the geographical concentration of political ideologies. More specifically, this paper contribute to
the existing literature by empirically identifying whether there is any spatial concentration of political ideologies in the
context of Switzerland and determining the spatial extension of these concentrations. Moreover, following the argument
of “the geography of discontent”, this study analyzes whether this clustering of political preferences is correlated with
income and income inequality. The analysis focuses on Switzerland, which represents a very interesting case because it
practices a semi-direct democracy, which allows having a rich dataset on many referenda, which is independent from
short-term, candidate-related and party-related factors.

Following Hermann and Leuthold (2003), this paper analyzes the results of 312 federal referenda between 1981 and
2017 at the municipal level. This study identifies Hermann and Leuthold (2003)’s three dimensions representing the
Swiss political ideology space and expressing the following political beliefs: left vs. right, liberal vs. conservative and
ecological vs. technocratic. Additionally, on each of these three dimensions, this paper empirically assesses the existence
of spatial concentrations of Swiss municipalities sharing the same political ideology. This result is particularly interesting
because it shows that the various sorting processes leading to the concentration of people sharing similar political
preferences extend beyond municipal borders. Finally, based on these results, this research finds significant differences
in the level of income and income inequality of Swiss municipalities, depending on their belonging to a political ideology
cluster. This result contributes and further supports the findings and claims of other scholars, related to the concept of
“the geography of discontent”, according to which economic geography is particularly important in understanding how
people vote.

The rest of the paper is organized as follows. Section 2 presents a review of the related literature. The third and fourth
sections describe the methodology and the database adopted for this research, respectively. In section five the results are
presented and discussed, and the last section concludes.

2 LITERATURE REVIEW
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Clustering processes refer to the geographical aggregation of people, usually sharing a specific characteristic, and are
often the result of spatial sorting phenomena. Spatial sorting refers to the redistribution of population groups into
different neighborhoods in both urban and non-urban areas (Kawachi and Berkman, 2003) and is a key characteristic of
many cities and nations across the world (Bailey et al., 2017). In fact, for centuries societies have been experiencing
processes of spatial sorting, typically based on socio-economic, religious or ethnic characteristics. Economists, among
others, have been studying this phenomenon for many decades. Already in the classic framework of the bid-rent theory
(Alonso 1964; Beckman, 1969; Muth, 1969; Mills 1972 based on the pioneering work of von Thiinen, 1826), as shown by
Fujita (1989), the price for real estate, changing with the distance from the city center, shapes the residential choices of
various income groups within a society, generating income sorting. In this setting, spatial sorting is the result of different
willingness to pay for different income classes. Another growing body of literature in economics links sorting processes
to social interactions (Schelling, 1971; Clark, 1991; Fossett, 2006), where residential decision are driven by individual
preferences for the neighborhood composition. In particular, people prefer to live in places in which other people are
similar to themselves (McPherson et al., 2001; Musterd et al., 2015). The idea that people with similar preferences cluster
in particular municipalities is the focus of another important stream of literature in economics, which goes back to
Tiebout (1956), where, in a fiscal decentralized setting, people sort themselves according to their preferences to achieve
an efficient provision of local public goods. This model has then been extended to analyze the important role of
differences in income in explaining sorting processes (Ellickson, 1971; Westhof, 1977; Ross and Yinger, 1999;
Schmidheiny, 2006). Hence, various theoretical frameworks analyze and give possible explanations of those sorting
processes which can be found in many contexts all over the world.

From a slightly different perspective, in the political science literature, there has been a growing interest in the
phenomenon of partisan sorting and there is currently a large debate on whether individuals are nowadays more sorted
according to their political preferences. As highlighted by O’Laughlin et al. (1994), the spatial dimension is extremely
important and needs to be considered in order to fully understand the political forces underlying this phenomenon. This
is particularly relevant whenever the political power is partially decentralized (such as in a federal political system),
given that various political institutions and political ideologies within the same country can generate different political
contexts. Various studies find that, in the last decades, there has been an increase in the geographic polarization of voters
(Kim et al,, 2003; Bishop, 2008; Abramowitz, 2010; Wing and Walker, 2010; Tam Cho et al., 2013; Kinsella et al., 2015;
Lang and Pearson-Merkowitz, 2015). The potential causes of this geographic polarization of voters are partisan
migration, generational replacement and the fact that parties are more polarized, making it easier for voters to identify
themselves with a party (Vegetti et al, 2017). Bishop (2008) argues that a potential drawback of this sorting process is
that homogeneous communities might encourage extremism by ignoring differing opinions. In contrast with these
results, other authors find that voters are nowadays no more geographically sorted than in the past and minimize its
importance (Glaeser and Ward, 2006; Levendusky and Pope, 2011; Abrams and Fiorina, 2012; Strickler, 2016).

The vast majority of the studies analyzing the phenomenon of partisan sorting and polarization are based on presidential
election in the US. As highlighted by Abrams and Fiorina (2012), data based on presidential elections are weak, because
they are the result of short-term, candidate-related and party-related factors. Moreover, it is difficult to capture the
complexity of the distribution of political ideologies with a single manifestation of the personal political preference,
occurring only once every four years.

Additionally, the literature on voting behavior finds that socio-economic characteristics, such as income and the degree
of income inequality, determine voting outcomes and are important predictors of party choice, at the individual level
(Meltzer and Richard, 1981; McCarty et al., 2008, Rueda and Stegmueller, 2014).

Hence, different sorting processes are, on one hand, hypothesized to cluster people with analogous socio-economic
characteristics, in particular with similar levels of income, and, on the other hand, group people sharing political
preferences which are very much alike. At the same time, according to the literature on voting behavior, people sorting
themselves based on socio-economic characteristics are also expected to share similar political ideologies. The
implication is that income- sorting processes and partisan-sorting forces are likely to be interrelated phenomena, leading
to the clustering of people having similar levels of income and political ideologies. This is closely related to recent findings
on the importance of economic geography and regional differences in terms of economic welfare in explaining how
people vote, in particular when the vote is used as a “mean of protest”. In particular, the results of the Brexit referendum,
in which voters were asked whether they wished to leave or remain in the European Union, represent a key example,
clearly showing that the level of local economy was an important driver (Los et al., 2017; Chen et al., 2018; Crescenzi et
al,, 2018). In fact, people in regions with lower levels of income who perceived to have suffered from modern globalization
were more likely to vote “leave” than those from areas with higher levels of income (McCann, 2018). This has led to the
term “the geography of discontent”, referring to the spatial distribution of discontent in a country, reflecting inequalities
between regions in a country.

This paper contributes to the existing literature by proposing a new definition of spatial cohesion, based on the
geographical concentration of political ideologies. In particular, the aim of this research is to empirically identify whether
there is any spatial concentration of political ideologies in the context of Switzerland in order to determine in a new way
the existence of social interactions, and determine the spatial extension of these concentrations. Moreover, following the
argument of “the geography of discontent”, this study analyzes whether this concentration is correlated with income and
income inequality.




Proceedings | 12" World Congress of the RSAI | ISBN 978-989-54216-0-2

Switzerland represents a very interesting case because it has strong institutions, it is a federal republic with highly
decentralized political power and, at the same time, it practices a semi-direct democracy, in which Swiss citizens directly
vote on various issues. More specifically, any constitutional change needs to be approved by a mandatory referendum.
Furthermore, an optional referendum can be demanded for any change in the Swiss law decided by the federal
parliament>6. Additionally, any Swiss citizen may propose a popular initiative to introduce amendments to the federal
constitution57. The outcome of any vote is legally binding. Approximately, Swiss citizens vote four times a year and the
most frequent topics on which they vote are healthcare, taxes, social welfare, drug policy, public transport, immigration,
political asylum and education. The availability of referendum data allows overcoming the limitations of presidential
election data mentioned above, and better determining the spectrum of political ideologies of voters. In particular, given
that Swiss citizens directly express their opinion on various issues, the information available is independent from short-
term, candidate-related and party-related factors. Moreover, the political preference is manifested several times every
year. Hence, unlike the analyses on presidential elections or the Brexit referendum, this study simultaneously considers
the results of several referenda, capturing the underlying long-term structure of political ideologies.

3 METHODOLOGY

The analysis presented in this study proceeds in three phases. The first step is to identify what is the political ideology of
each municipality in Switzerland. Second, a spatial cluster analysis is performed in order to determine whether and
where there is a significant geographical concentration of political ideologies. Finally, some tests are carried out to
analyze whether the level of income and income inequality of municipalities belonging to different political ideology
clusters are significantly different.

The first task is to establish the political ideology of each municipality. To do so, this study follows Hermann and Leuthold
(2001; 2003), by considering the federal referenda collected at the municipal level in Switzerland and performing an
exploratory factor analysis on them. The underlying idea is that the referenda are the observed outcome of fewer
independent and unobserved dimensions characterizing the political ideology space. This hypothesis is supported by
qualitative and quantitative considerations related to the data used. In particular, from a qualitative perspective, several
referenda concern the same (or at least very similar) topic. One can therefore expect that the outcome of referenda on
similar topics are highly correlated because are driven by the same underlying political preference. Indeed, from a
quantitative perspective, the distribution of referenda shows that they are spatially associated, indicating that the
variance of the referenda exhibits similar patterns. In order to maximize the explained variance, the exploratory factor
analysis is performed with VARIMAX-rotation.

The results of the factor analysis allow extracting the statistical relationship among the referenda in order to determine
the underlying unobserved factors. However, as highlighted by Hermann and Leuthold (2003), in order to meaningfully
interpret them and identify the related ideological content, a qualitative interpretation of the specific political objects is
needed. The combination of the factor analysis with the qualitative inspection of its results allows finding the dimensions
representing the Swiss political ideology space.

In the second step, in order to measure the degree of geographical concentration of the political ideology, a spatial cluster
analysis is performed. Following Kim et al. (2003), Darmofal (2008), Wing and Walker (2010) and Kinsella et al. (2015),
this study computes the vector of Local Moran’s I statistic (Moran, 1948; Cliff and Ord, 1981; Anselin, 1995) for each
factor identified in the previous phase. The Local Moran'’s I statistic associates a vector of observed values of a specific
variable with a weighted average of the neighboring values and compares the real distribution with random spatial
distributions, in order to capture significant spatial pattern. In particular, this analysis is able to establish whether a
municipality has a significantly high (low) value on a specific factor and is surrounded by municipalities with high (low)
values on the same factor, or whether the value of the municipality is not significantly high or low. Hence, this analysis
allows determining if and where there is a significant geographical concentration of the different typologies of political
ideologies identified with the previous step.

Finally, following the social capital argument, the analysis focuses on empirically testing whether there is any evidence
suggesting that there are significant differences in the level of income and income inequality of municipalities belonging
to different typologies of political ideology clusters. The aim of this exercise is to follow the recent literature on the
“geography of discontent” in order to verify whether the claim that economic geography is particularly important in
understanding how people vote is valid even in the Swiss context, by simultaneously considering the results of several
referenda, capturing the underlying long-term structure of political ideologies. To do so, Kruskal- Wallis tests are
performed (Kruskal and Wallis, 1952). Similar to ANOVA, this test is used to verify whether the distribution of a specific
variable is significantly different between more than two independent groups. However, differently from ANOVA, the
Kruskal-Wallis test does not require the assumptions of homogeneity of variance between the groups and the normality
of residuals. The result of the Kruskal-Wallis test indicates whether there are significant differences among the groups,
however, it does not provide information regarding which pairs of groups are significantly different. Hence, this final
phase is extended by computing the Dunn’s test (Dunn, 1964), which is a post hoc pairwise multiple comparison suitable
to deepen the analysis after a rejection of the Kruskal-Wallis test. In order to account for the fact that multiple

56 Any change to the Swiss law is subject to referendum if a minimum of 50’000 Swiss people have signed an official request to do so within 100 days.
57 In the case of a federal popular initiative, a vote is organized if the promoter collects at least 100’000 signatures from Swiss people within 18 months.
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comparisons are conducted at the same time, Dunn’s tests are performed with the Benjamini-Hochberg procedure
(Benjamini and Hochberg, 1995).

4 DATA

This research analyzes the results at the municipal level concerning all the 312 federal referenda between 1981 and
2017. This information is obtained from the section Politics, Culture and Media of the Swiss Federal Statistical Office
(FSO)38. In particular, the factor analysis performed in order to identify the political ideology of each Swiss municipality
is computed on the yes-share of all the 312 federal referenda considered>°. In order to compare and combine the data in
terms of geo-political unit, all the referenda are based on the 2017 municipal definition of the FSO, which includes 2240
municipalities.

As explained above, the most frequent topics on which Swiss citizens vote are healthcare, taxes, social welfare, drug
policy, public transport, immigration, political asylum and education. In order to capture changes in the political ideology
of each municipality through time, the factor analysis is computed on different time-subsamples of the whole dataset. In
particular, the first subsample considers all the 65 referenda between 1981 and 1990, the second subsample takes into
account all the 106 referenda between 1991 and 2000; the third one contains all the 82 referenda between 2001 and
2010, and the fourth subsample considers all the 59 referenda between 2011 and 2017. As the results show, given that
the Swiss population periodically votes on the same topics, the factor analyses computed over different time-subsamples
generate factors which are built in a very similar way, allowing comparing the results from different periods.

To perform spatial analyses, there exist different specification of the spatial dependence matrix, W.

In order to take into consideration the impact of the extremely uneven topographical context of Switzerland®® on the
actual distance between two municipalities, this study considers a spatial weight matrix based on the inverse travel time
between the centroids of the municipalities. Travel time data are provided by the Swiss Federal Office for Spatial
Development and consider the trip by car in minutes. To keep the spatial analysis at a local level, after examining the
distribution of distances between Swiss municipalities, a cutoff is imposed at a distance of 20 minutes travel time.
Moreover, following the spatial econometric literature (Anselin, 1988; Kelejian and Prucha, 1998; LeSage and

Pace, 2009), the W matrix has been standardized, such that each row sums to unity.
In the final part of this research, the aim is to test whether there are significant differences in the

economic welfare level of municipalities belonging to different typologies of political ideology clusters. In particular, this
study considers the median income and the Gini coefficient of the income distribution of each municipality. All these
variables are obtained from the Swiss Federal Tax Administration. The analysis is done for each of the four time-
subsample and the reference year for the economic welfare variable is the first year of the considered period®?.

5 RESULTS AND DISCUSSION

This section first presents the results of the exploratory factor analysis and describes the identified dimensions of the
political ideology space. Subsequently, the results of the spatial cluster analysis are shown. Finally, the discussion ends
focusing on the results of the tests, which aim at verifying whether there are significant differences in the income level
and income distribution of municipalities belonging to different typologies of political ideology clusters.

Factor analysis

In order to be consistent with the existing literature on the identification of the Swiss political ideology structure, this
study follows Hermann and Leuthold (2003) and performs a factor analysis®? for each period identifying the same three
unobserved factors they found. These three factors are able to capture between 55 and 60% of the overall variance of all
the referenda, depending on the period considered. This indicates that the majority of political ideologies in Switzerland
can be represented by three main dimensions. In order to give a meaningful interpretation to the resulting factors, the
analysis considers from a qualitative perspective the ideological content of the referenda building them.63

Considering the most important referenda building factor 1 in the period 1981-1990, factor 3 in the period 1991-2000,
factor 2 in the decade 2001-2010 and factor 1 in the period 2011-2017, it emerges that they are based on topics related
to the protection of the workforce (e.g. the popular initiative on shortening working hours in 1988, the popular initiative
for a flexible retirement age in 2000, or the popular initiative for a minimum wage in 2014), the welfare state (such as
the amendment to the federal law on aged and bereaved insurance in 1995, the popular initiative “Health has to be
affordable” in 2003, or the popular initiative for a basic income in 2016), and the national security policy (for example
the popular initiative for a Switzerland without army and a comprehensive policy of peace in 1989, the popular initiative
for a voluntary civilian peace service in 2001, or the popular initiative on the abolition of compulsory military service in

58 It is possible to download the municipal-level results of Swiss referenda at the following webpage:
https://www.bfs.admin.ch/bfs/de/home/statistiken/politik/abstimmungen/stimmbeteiligung.assetdetail.3362356.html

59 The factor analysis is able to account for the fact that the wording of referenda on similar topics could be inconsistent, by giving positive or negative
factor loadings.

60 Switzerland is characterized by flat areas and regions with very high mountains.

61 For the third period, data on median income and Gini coefficients are not available for the year 2001. Hence, information for the year 2003 are used
instead.

62 The results of the factor analysis are reported in Appendix A.

63 The final factors are built considering all the votes whit a factor loading of at least 0.5 (in absolute terms).
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2013). Hence, as in Hermann and Leuthold (2003), these factors represent the “Left-Right” dimension of the political
ideology space. In particular, these factors are capturing the debate between those who are in favor of the welfare state,
the protection of the workforce, personal freedom and pacifism on one hand (i.e. with a left-wing perspective), and on
the other hand those that have more propriety-oriented values, support the military strength and entrepreneurial
freedom (i.e. with a right-wing perspective).

A different dimension of the political ideology structure of Switzerland is represented by factor 3 in the decade 1981-
1990, factor 1 in the period 1991-2000, factor 1 in the decade 2001-2010 and factor 2 in the period 2011-2017. Analyzing
the main referenda contributing to the construction of these factors, it appears that they link to topics related to foreign
integration (such as the federal decree for a review of the procedure for naturalizing young immigrants in 1994, the
popular initiative against the construction of new minarets in 2009, or the popular initiative against mass immigration
in 2014), liberal economic policies (e.g. the federal decree on joining Bretton Woods in 1992, the popular initiative for
Switzerland to join the United Nations in 2002, or the federal decree on extending the agreement on free movement of
people to new countries of the European Union in 2005), and regulatory modernization (for example the federal law on
government and administrative organization in 1996, the federal decree on a new Swiss Federal Constitution in 1999, or
the federal decree on the non-introduction of public initiatives in 2009). Also in this case, the results are in line with those
of Hermann and Leuthold (2003), in fact, these factors express the “Liberal-Conservative” dimension of the political
ideology space. In particular, this dimension is representing the debate between those who support the opening of the
country, are in favor of liberal economic policies and the modernization of institutions (i.e. with a liberal attitude), and
those who are more skeptical towards changes and the opening of the country, prefer to preserve the existing regulations
and mistrust the political and economic elites (i.e. with a conservative attitude).

Finally, the third dimension of the Swiss political ideology space is captured by factor 2 in the decades 1981-1990 and
1991-2000, and factor 3 in the periods 2001-2010 and 2011-2017. This dimension is based on topics related to traffic
(e.g. the popular initiative “Stop the concrete - for a limitation on road making” in 1990, the popular initiative for the
protection of the alpine region from traffic in 1994, or the popular initiative on lowering the urban speed limit to 30 km/h
in 2001), and environmental protection (such as the federal decree on varying tolls based on engine power or mileage in
1994, the federal decree on providing enhanced legal protection for animals in 2010, or the popular initiative for the
introduction of a tax on non-renewable energy in 2015). These factors represent the “Ecological-Technocratic” dimension
identified by Hermann and Leuthold (2003). More specifically, this dimension expresses the debate between those who
support the protection of the natural environment and are in favor of policies reducing the negative impact of human
activities on nature (i.e. with an ecological attitude), and those who believe that the natural environment should be
transformed to create more security and comfort, and used to generate technological progress (i.e. with a technocratic
attitude).

The results of the factor analysis show that the political ideology of Swiss municipalities can be represented in a three-
dimensional space, in which the three independent axes express the following political debates: left vs. right, liberal vs.
conservative and ecological vs. technocratic. Figure 1 shows the political ideology position of Swiss municipalities on two
of these three dimensions, for each considered period. In particular, the horizontal axis expresses the “Left-Right”
dimension, while the vertical axis maps the position of each municipality on the “Liberal-Conservative” dimension®*. Each
dot represents a municipality, and the size of the dots indicates the dimension of the municipality, in terms of inhabitants
in the first year of the considered period. The red lines show the overall national position on these two dimensions. This
graphical representation allows highlighting the following two remarks. Firstly, in the first two decades the positions of
Swiss municipalities are spread on all four quadrants, however, in the last two periods (in particular in the last one) the
political ideology positions of Swiss municipalities are mainly concentrated in the “Left-Liberal” and “Right-
Conservative” quadrants. Hence, this first graphical representation highlights a phenomenon of increasing polarization
that is characterizing the Swiss political ideology space. Moreover, to better capture political preferences and the
underlying political forces, it is important to consider more than a single political dimension, which, additionally, should
be independent from short-term, candidate- related and party-related factors. Secondly, by simultaneously taking into
considerations both these dimensions and the size of each municipality, in terms of number of inhabitants, it emerges
that the position on the political ideology space is also a manifestation of the rural-urban divide. In fact, in line with
Hermann and Leuthold (2003), cities and bigger municipalities are mainly positioned in the “Left-Liberal” quadrant,
while smaller and rural communes are mainly found in the “Right- Conservative” quadrant.

Figure 1 - The political ideology position of Swiss municipalities

64 The two-dimensional graphical representation is preferred to the three-dimensional one because easier to interpret. The choice of the two
dimensions to consider is based on their importance in explaining the overall variance of political preferences, as indicated from the results of the factor
analysis.




Proceedings | 12" World Congress of the RSAI | ISBN 978-989-54216-0-2

A. 1981-1990 B. 1991-2000

| ibesa Liberal

Popudation
@ 1e0s
Consenvative : Consenalive [ o
Lett Right Leh Right 2e¢05
& 3e+05
C. 2001-2010 D. 2011-2017
Libeia Loeral
Consenvalive Consenvalive |
Left Right Left Right

The identification of the political ideology of Swiss municipalities allows continuing the analysis with spatial cluster
methods in order to empirically assess the degree of geographical concentration of political ideologies.

Spatial cluster analysis (Local Moran’s I)

Following Kim et al. (2003), Darmofal (2008), Wing and Walker (2010) and Kinsella et al. (2015), the second phase of
this analysis applies spatial cluster analysis to identify whether and where the political ideologies of Swiss municipalities
are geographically concentrated. In particular, local Moran's [ statistics for each of the three dimensions determined with
the factor analysis are computed and then plotted in order to visualize the spatial pattern of significant concentration of
political ideologies.

Figure 2 plots the results of the local Moran’s [ statistics for the “Left-Right” dimension as a set of significance maps for
the four different periods. Municipalities exhibiting significant spatial clustering of the right-wing political ideology are
shown in blue, while those belonging to a significant geographical concentration of the left-wing political ideology are
colored in red. This graphical visualization clearly illustrates that the “Left-Right” dimension of the Swiss political
ideology space is characterized by geographical concentrations of municipalities with similar political preferences. More
specifically, in line with the results of Hermann and Leuthold (2003), right-wing municipalities are predominantly
clustered in the rural areas of the German speaking part of Switzerland, i.e. the center and north-east parts.

Figure 2 - Local Moran's I statistics for the Left-Right dimension
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Additionally, left-wing municipalities are mainly concentrated in the Italian and French speaking part of Switzerland, i.e.
in the south and in the west parts, respectively. The results also show that through time there has been some minor
changes. More specifically, the geographical concentrations of right- wing municipalities are increasing in the central part
of Switzerland, while the ones concerning left- wing municipalities are increasing in the western part of Switzerland and
decreasing in the south, after an increase in the second period.

The results concerning the spatial cluster analysis on the “Liberal-Conservative” dimension of the Swiss political ideology
space are shown in Figure 3. In this case, municipalities marked in blue belong to significant geographical concentrations
of communes with a liberal political preference, while those colored in red are municipalities exhibiting significant spatial
clustering of the conservative political ideology. The first consideration emerging from this graphical visualization is that
geographical concentrations of political ideologies occurs also on the “Liberal-Conservative” dimension. More
specifically, liberal municipalities are mainly clustered around the Swiss central- western cities and in the French
speaking part of Switzerland. On the other side, the conservative municipalities are mainly concentrated in the rural
areas of the German and Italian speaking parts of Switzerland, i.e. in the east and in the south-east, respectively.

Figure 3 - Local Moran's I statistics for the Liberal-Conservative dimension
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Considering the temporal evolution of the geographical concentrations of political ideologies along the “Liberal-
Conservative” dimension, it clearly emerges that the first decade shows different patterns than the other three periods.
As highlighted by Hermann and Leuthold (2003), this can be explained by the fact that the debate between liberals and
conservatives in Switzerland became significantly important at the beginning of the nineties, when the discussion
concerning the relationship between Switzerland and Europe started.

Finally, Figure 4 maps the results of the cluster analysis on the “Ecological-Technocratic” dimension of the Swiss political
ideology space. Municipalities belonging to a significant geographical concentration of the ecological political ideology
are colored in blue, while communes exhibiting significant spatial clustering of the technocratic political ideology are
marked in red. Even in this case the results show that there are geographical concentrations of municipalities with similar
political preferences. Ecological municipalities are mainly concentrated close to the big cities of the German speaking
part of Switzerland (i.e. in the center and north-east parts) and in the rural areas in the east and south-east. On the
contrary, technocratic communes are predominantly clustered in the rural areas of the French speaking part of
Switzerland (i.e. in the west). The temporal perspective allows determining that the geographical concentrations of
ecological municipalities have decreased, in particular in the rural areas in the east and south-east part of Switzerland.
Moreover, the spatial concentrations of technocratic municipalities have increased in the south, but diminished in the
north- west.

Figure 4 - Local Moran's [ statistics for the Ecological-Technocratic dimension
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Overall, the results of the spatial cluster analysis highlight that along all the three dimensions characterizing the Swiss
political ideology space there are geographical concentrations of municipalities with similar political preferences. The
geographical representations of these results show that the “Left-Right” dimension is characterized by many and wider
clusters, while the “Liberal- Conservative” dimension is defined by fewer and narrower concentrations. Hence, it seems
that there are stronger sorting and polarizing effects along the “Left-Right” axes and weaker along the “Liberal-
Conservative” one, with the dimension related to the “Ecological-Technocratic” debate somewhere in between. These
results are particularly interesting because they show that social interactions, captured as the geographical concentration
of political ideologies, extend beyond municipal borders and further support the importance of analyzing these clusters.

Kruskal-Wallis and Dunn tests

The results discussed above indicate that Switzerland is characterized by geographical concentrations of political
ideologies along various dimensions. As mentioned above, partisan-sorting processes are expected to be interrelated
with income-sorting processes, implying that these phenomena are likely to lead to the clustering of people having similar
levels of income and political ideologies. This hypothesis is also supported by the literature on “the geography of
discontent” (Los et al.,, 2017; Chen et al., 2018; Crescenzi et al., 2018) as well as the one on voting behavior (Meltzer and
Richard, 1981; McCarty et al, 2008, Rueda and Stegmueller, 2014). Hence, the final phase of this analysis aims at
empirically verifying whether there are differences in economic welfare among municipalities belonging to different
clusters of political ideologies. In particular, Kruskal-Wallis tests are performed on the median income and the Gini
coefficient of the income distribution of each municipality, to verify whether the distribution of these variables are
significantly different among municipalities belonging to different aggregations of political ideologies and that do not
belong to any cluster. These tests are carried out for each dimension of the Swiss political ideology space and for each
period previously considered, separately, and are reported in Table 1, Table 2 and Table 3, along with the median value
of the considered variables for each cluster of municipalities. Additionally, Dunn’s tests are performed in order to exactly
identify which pairs of groups are significantly different. Given that multiple tests are carried out at the same time, these
tests are corrected with the Benjamini-Hochberg procedure®s.

Considering the “Left-Right” dimension, the results, as reported in Table 1 and in Tables B.1 and B.2 of Appendix B,
indicate that the clusters of left-wing and right-wing municipalities are characterized by significant differences in the
distributions of both median income and the Gini coefficient of the income distribution, with the exception of the decade
2001-2010 for median income.

Table 1 - Results of the Kruskal-Wallis tests on the “Left-Right” dimension

65 The results of the Dunn’s tests are reported in Appendix B, along with the median value of the considered variables for each group of municipalities
and for each period.
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1981-1990 1991-2000 2001-2010 2011-2017

Median income x%(2) =55.1 x*(2)=1253 x%(2)=0.8 x?(2)=628
p<0.001 p < 0.001 p=0.66 p < 0.001
Median “Left” 32’500 CHF 44’350 CHF 54’967 CHF 61’800 CHF
Median “Not Significant” 34’000 CHF 487050 CHF 56’000 CHF 59’550 CHF
Median “Right” 32’250 CHF 48’500 CHF 55’925 CHF 56’600 CHF
Gini coefficient of the x?(2) =751 x*(2)=236 x*(2)=113 x*(2)=113.0
income distribution p < 0.001 p < 0.001 p < 0.001 p < 0.001
Median “Left” 0317 0.329 0.316 0.360
Median “Not Significant™ 0.308 0.316 0.310 0.336
Median “Right” 0.290 0318 0.310 0.328

By taking into account the median income for each cluster, it is not possible to find a clear pattern showing which cluster
of political ideology is associated with higher (lower) values of median income in the four considered periods. On the
other hand, the results indicate that municipalities belonging to a geographical concentration of a left-wing political
ideology are characterized by a significantly higher Gini coefficient of income distribution, when compared to those with
a right-wing political ideology, showing that there is a higher demand for left-wing policies where there are higher
degrees of income inequality. Hence, these findings indicate that groups of municipalities with a significant left-wing
ideology are characterized by significantly higher degrees of income inequality, in line with the findings of the literature
on voting behavior (Meltzer and Richard, 1981; McCarty et al.,, 2008, Rueda and Stegmueller, 2014).

Table 2 - Results of the Kruskal-Wallis tests on the “Liberal-Conservative” dimension

1981-1990 1991-2000 2001-2010 2011-2017
Median income x%(2) =105.0 x%(2)=97.4 x%(2)=335.6 x%(2)=314.1
p < 0.001 p<0.001 p < 0.001 p<0.001

Median “Conservative” 30°775 CHF 457650 CHF 52°200 CHF 54°200 CHF
Median “Not Significant” 33600 CHF 477125 CHF 55°800 CHF 59°150 CHF

Median “Liberal” 34’850 CHF 50°050 CHF 62’500 CHF 68’400 CHF
Gini coefficient of the  x2(2) = 157.9 x?(2) =140.5 x%(2) =120.0 x2(2) =203.0
income distribution p < 0.001 p < 0.001 p <0.001 p < 0.001
Median “Conservative” 0.279 0.304 0.297 0317
Median “Not Significant™ 0.304 0.322 0.311 0.337
Median “Liberal” 0.335 0.338 0.331 0.371

Focusing the attention to the “Liberal-Conservative” dimension, the results, as indicated in Table 2 and in Tables B.2 and
B.3 of Appendix B, show that among the clusters of liberal and conservative municipalities there always are significant
differences in the distributions of both median income and the Gini coefficient of the income distribution.

Moreover, both the median income and the Gini coefficient of the income distribution in clusters of liberal municipalities
are in each period significantly higher than those of municipalities that do not belong to any cluster, along this dimension,
and even higher than those of municipalities linked to a conservative cluster. Therefore, these results show that clusters
of municipalities with a significant liberal ideology are characterized by significantly higher levels of economic welfare
as well as significantly higher degrees of income inequality.

Finally, considering the “Ecological-Technocratic” axis of the Swiss political ideology space, the results, as reported in
Table 3 and in Tables B.5 and B.6 of Appendix B, indicate that the clusters of ecological and technocratic municipalities
are characterized by significant differences in the distributions of both median income and the Gini coefficient of the
income distribution.

Table 3 - Results of the Kruskal-Wallis tests on the “Ecological-Technocratic” dimension
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1981-1990 1991-2000 2001-2010 2011-2017

Median income x2(2) =311 x?(2)=13.7 x%(2)=583 x%(2)=7.1
p < 0.001 p < 0.001 p < 0.001 p=0.03
Median “Ecological” 34’700 CHF 48’000 CHF 58’000 CHF 58’400 CHF

Median “Not Significant” 33’050 CHF 47’400 CHF = 55’925 CHF 59’400 CHF
Median “Technocratic” 33’117CHF 45’938 CHF 53’150 CHF 60’300 CHF
Gini coefficient of the x%(2) =269 x%(2)=128.7 x*(2)=37.0 x%*(2)=1959

income distribution p < 0.001 p < 0.001 p < 0.001 p < 0.001
Median “Ecological” 0.311 0.343 0.323 0.327
Median “Not Significant™ 0.302 0.313 0.308 0.333
Median “Technocratic” 0.315 0.318 0.307 0.373

In addition, both the median income and the Gini coefficient of the income distribution in clusters of ecological
municipalities are significantly higher than those of municipalities belonging to a technocratic cluster, with the exception
of the last period, which, interestingly, shows opposite results. Hence, between 1981 and 2010, clusters of municipalities
with a significant ecological ideology are characterized by significantly higher levels of economic welfare as well as
significantly higher degrees of income inequality. However, in the period 2011-2017 the reverse is true, i.e. clusters of
municipalities with a significant technocratic ideology have a significantly higher median income as well as significantly
higher degrees of income inequality.

Overall, these results clearly indicate that there are significant differences in the level of income and income inequality
of Swiss municipalities, depending on their belonging to a political ideology cluster. These findings seem to support the
hypothesis that partisan-sorting processes are interrelated with income-sorting processes and contributes to the
literature on “the geography of discontent”, according to which economic geography is particularly important in
understanding how people vote.

6 CONCLUSION

This paper proposes a new definition of spatial cohesion, based on the geographical concentration of political ideologies,
which represents a new way to capture social interactions. The application of spatial cluster analysis empirically assesses
the existence of spatial concentrations of Swiss municipalities sharing the same political ideology. This first result is
particularly interesting because it shows that social interactions, captured as the geographical concentration of political
ideologies, extend beyond municipal borders and further supports the importance of analyzing these clusters. Moreover,
this result is valid for all the three main dimensions characterizing the Swiss political ideology space, expressing the
following political beliefs: left vs. right, liberal vs. conservative and ecological vs. technocratic. Additionally, these findings
seems to indicate that there are stronger clustering effects along the “Left-Right” axes and relatively weaker along the
“Liberal-Conservative” one.

Moreover, a second important finding of this paper indicates that the geographical distribution of the clusters of political
ideologies are also a manifestation of the rural-urban divide as well as the cultural divides among the different linguistic
regions of Switzerland. In particular, geographical concentrations of left-wing municipalities are mainly located close to
cities and in the French and Italian speaking parts of Switzerland, while clusters of right-wing municipalities are
predominantly found in rural areas and in the German speaking part of Switzerland. At the same time, spatial
concentrations of liberal municipalities are mostly situated close to cities and in the French speaking part of Switzerland,
whereas clusters of conservative communes are mainly located in rural areas and in the German and Italian speaking
regions of Switzerland. Additionally, clusters of ecological municipalities are predominantly found around cities and in
the German speaking part of Switzerland, while agglomerations of technocratic communes are mostly located in rural
areas and in the French speaking region of Switzerland. Moreover, the evolution of such divides between 1981 and 2017
seems to suggest that the Swiss political ideology space is characterized by a phenomenon of increasing polarization.

Thirdly, this study finds significant differences in income levels and income inequalities among Swiss municipalities,
depending on their belonging to a political ideology cluster. More specifically, clusters of left-wing municipalities are
characterized by significantly higher degrees of income inequality, when compared to aggregations of right-wing
municipalities. At the same time, the results indicate that clusters of liberal communes have a significantly higher median
income and a higher degree of income inequality, compared to concentrations of conservative municipalities. Moreover,
with the exception of the period 2011-2017, clusters of ecological communes have a significantly higher median income
and a higher degree of income inequality, compared to concentrations of technocratic municipalities.

Hence, these findings indicate that clusters of communes with a similar political ideology group either urban
municipalities with relatively high levels of income and high degrees of inequality (as in the cases of left, liberal or
ecological clusters) or rural communes with relatively low levels of income and low degrees of inequality (for the cases
of right, technocratic or conservative clusters). Interestingly, the empirical evidence does not show any political ideology
clustering of “privileged” communes (i.e. with high levels of income and low degrees of inequality), nor “left-behind”
municipalities (i.e. with low levels of income and high degrees of inequality).
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In conclusion, besides identifying the political preference of Swiss municipalities, these results highlight the importance
of the geography of these political ideologies, and, in particular, of their spatial concentration. This result contributes and
further supports the findings and claims of the literature on “the geography of discontent”, according to which economic
geography is particularly important in understanding how people vote. These findings are particularly interesting
because they emerge from a study simultaneously considering the results of several referenda, capturing the underlying
long-term structure of political ideologies, which is independent from short-term, candidate-related and party-related
factors. The existence of differences in economic welfare among municipalities belonging to different clusters of political
ideologies implies that future research should consider this new definition of spatial cohesion in order to understand
how and why different concentrations of political preferences are associated to different levels of welfare.
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APENDIX A - RESULTS OF THE FACTOR ANALYSES
Table A.1: Factor scores for the period 1981-1990

Vote Factor 1 Factor 2 Factor 3
Federal decree on the popular initiative for gender equality (counter-proposal) 0,72 0,31 0,2
Federal decree on the popular initiative the protection of consumer rights (counter-0,67 -0,13 0,36
proposal)

Federal decree on prolonging the federal finance order 0,01 0,01 0,62
New federal law on foreigners -0,42 -0,05 0,39
Amendment to the Swiss penal code 0,2 -0,43 0,49
Popular initiative for the prevention of abusive prices 0,76 0,24 -0,06
Federal decree on the popular initiative for the prevention of abusive prices (counter--0,47 0,11 0,22
proposal)

Federal decree on changes to fuel tax 0,36 -0,1 0,58
Federal decree on the constitutional article on energy 0,18 -0,4 0,28
Federal decree on the revision of nationality law in the Federal Constitution 0,18 -0,08 0,67
Federal decree aiming at facilitating certain naturalizations 0,21 -0,14 0,49
Federal decree on introducing tolls for heavy goods vehicles -0,07 0,71 0,24
Federal decree on introducing tolls for national routes 0,21 0,62 0,41
Popular initiative for a real civilian service based on a proof through demonstration 0,79 0,06 0,17
Popular initiative against the abuse of bank client confidentiality and bank power -0,15 0,8 0,03
Popular initiative against slashing the national soil 0,15 0,67 0,05
Popular initiative for a future without further nuclear power plants 0,62 0,09 -0,05
Popular initiative for a secure, parsimonious and ecologically sound energy supply 0,59 0,09 -0,12
Popular initiative for an effective protection of maternity 0,05 0,55 0,57
Federal decree on the constitutional article on broadcasting 0,29 0,11 0,76
Popular initiative for the compensation of victims of violent crimes 0,76 -0,17 0,11
Federal decree on abolishing primary school fees -0,31 0,17 0,78
Federal decree on abolishing the government contribution to healthcare spending -0,35 0,07 0,76
Federal decree on education fees 0,84 0,01 -0,08
Popular initiative on extending paid leave -0,48 0,01 0,59
Popular initiative "right to life" -0,11 0,34 0,74
Federal decree on abolishing the cantonal share of profits from banks' stamp duty -0,02 0,28 0,76
Federal decree on the taxation raised from the sale of spirits -0,07 -0,07 -0,41
Federal decree on the abolition of grants for the self-supply of breadstuffs 0,43 -0,38 0,5
Federal decree on the popular initiative to co-ordinate the start of the school year0,78 -0,22 0,32
(counter-proposal)

Federal decree on giving small and medium enterprises an advantage in cases of0,78 -0,25 0,16
innovations

Amendments to the Swiss Civil Code 0,51 -0,51 0,11
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Popular initiative to ban vivisection 0,07 0,66 0,24
Federal decree on joining the United Nations 0,68 -0,03 0,43
Popular initiative on culture 0,18 0,16 0,3
Federal decree on the popular initiative on culture (counter- proposal) 0,62 0 -0,04
Popular initiative on vocational education 0,68 -0,15 0,09
Federal decree on the domestic sugar economy -0,34 -0,51 -0,09
Federal decree on the popular initiative for the protection of tenants (counter-proposal)0,42 0,58 0,38
Popular initiative for a just taxation of truck traffic 0,62 0,22 0,24
Amendments to the federal law on asylum 0,75 0,16 -0,17
Federal law on the residence and settlement of foreigners 0,67 0,14 0,42
Popular initiative for the people's co-determination of military expenditure -0,36 0,08 0,12
Federal decree on the voting system for popular initiatives -0,19 0,04 0,29
Federal decree on the Rail 2000 project 0,56 0,39 -0,06
Popular initiative for the protection of fens 0,59 0,17 0,26
Amendment to the federal law on health insurance 0,45 -0,07 0,41
Federal decree on the constitutional principles behind a coordinated transport policy 0,2 0,66 0,4
Popular initiative on lowering the retirement age to 62 for men and 60 for women 0,84 -0,02 -0,06
Popular initiative against real estate speculation 0,19 0,47 -0,25
Popular initiative for the shortening of labor time 0,57 0,38 0,06
Popular initiative for limiting immigration 0,85 0,08 0
Popular initiative for nature-oriented farming and against animal factories 0,34 0,73 0,08
Popular initiative for a Switzerland without army and a comprehensive policy of peace 0,75 -0,04 0
Popular initiative on introducing 130 and 100 kilometers per hour speed limits 0,27 -0,78 -0,16
Popular initiative "Stop the concrete - for a limitation on road making" -0,05 0,91 0,02
Popular initiative for a highway-free countryside between Murten and Yverdon -0,11 0,91 0
Popular initiative for a highway-free Knonauer Amt -0,02 0,87 -0,01
Popular initiative for a highway-free area between Biel and Solothurn/Zuchwil 0,1 0,85 0,01
Federal decree on viticulture -0,29 -0,37 0,51
Amendment to the federal law on the organization of the federal judiciary -0,11 -0,67 0,11
Popular initiative to phase out nuclear power 0,61 0,27 -0,05
Popular initiative to stop the construction of any new nuclear power plants 0,52 0,27 0,28
Federal decree on the constitutional article on energy 0,69 0,1 -0,05
Amendment to the federal law on road traffic -0,06 -0,78 0,15
Table A.2: Factor scores for the period 1991-2000

Vote Factor 1 Factor 2 Factor 3
Federal decree on lowering the voting age to 18 0,04 0,74 -0,04
Popular initiative on promoting public transport 0,48 0,08 -0,15
Federal decree on reorganizing the federal finances 0,08 0,62 0,26
Amendment to the military penal code 0 0,35 0,44
Popular initiative for a financially bearable health insurance -0,17 0,73 0,21
Popular initiative for the drastic and stepwise limitation of animal experiments -0,38 0,49 -0,26
Federal decree on joining the Bretton Woods system 0,12 0,76 -0,07
Federal law on contributing to the Bretton Woods system 0,17 0,72 0,09
Federal law on water protection 0,23 0,67 0,2
Federal decree on the popular initiative against the malpractice of gene0,32 0,61 0,2
technology on humans (counter-proposal)

Federal decree on creating a civilian service alternative to military service 0,46 0,6 0,02
Amendments to the Swiss Penal Code and the Military Penal Code on sexual0,86 -0,05 -0,08
integrity

Popular initiative for the recovery of our waters 0,86 -0,07 -0,1
Federal decree on building a transalpine rail route -0,14 0,58 0,09
Federal law on the standing orders of the Federal Assembly 0,62 0,42 -0,12
Amendment to the stamp duty law 0,69 0,32 -0,18
Federal law on farmland 0,82 0,23 -0,14
Federal law on the expenses of members of the Federal Assembly 0,65 -0,04 0,12
Federal law on the salaries of members of the Federal Assembly 0,64 -0,07 -0,23
Federal decree on the European Economic Area 0,84 -0,34 -0,26
Federal law to raise fuel taxes -0,17 0,69 -0,11
Federal decree on lifting the ban on gambling establishments -0,15 0,63 0,52
Popular initiative on banning animal testing 0,35 -0,01 0,04
Popular initiative "40 military training areas are enough- environment projection0,4 0,2 -0,67
at military”

Popular initiative for a Switzerland without new warplanes 0,43 0,17 -0,68
Federal decree on the misuse of weaponry 0,06 0,47 -0,17
Federal decree on whether Laufen should be part of the Basel- Landschaft canton0,64 0,25 -0,1
Popular initiative on creating a new Swiss National Day on 1 August 0,36 0,15 0,39
Federal decree on a temporary halt to increase in the cost of health insurance 0,4 0,02 0,34
Federal decree on unemployment insurance 0,56 -0,22 -0,29
Federal decree on the financial order -0,05 0,7 0,02
Federal decree on recovering money owed to the federal government -0,08 0,69 0,03
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Federal decree on measures for preserving social insurance 0,35 0,52 0,4
Federal decree on special excise taxes 0,35 0,48 0,46
Popular initiative on the reduction of alcohol problems 0,55 0,41 0,46
Popular initiative on the reduction of tobacco problems 0,53 0,33 0,51
Federal decree on roadbuilding -0,04 0,88 0,14
Federal decree on continuing existing truck tolls -0,1 0,87 0,24
Federal decree on varying tolls based on engine power or mileage -0,13 0,8 0,35
Popular initiative for the protection of the alpine region from traffic -0,31 0,75 0,08
Amendment to the aeronautical law 0,6 -0,13 -0,01
Federal decree on the constitutional article on the promotion of culture 0,72 0,23 -0,42
Federal decree on facilitated naturalization for foreign youth 0,87 0,02 -0,05
Federal law on Swiss troops in peacekeeping operations 0,89 -0,01 -0,02
Federal decree on abolishing price reductions on breadstuffs 0,57 0,48 0,33
Amendments to the Swiss Penal Code and the Military Penal Code 0,73 0,37 0
Federal law on health insurance -0,3 0,34 0,56
Popular initiative for a healthy health insurance 0,29 0,04 -0,72
Federal law on foreigners 0,57 -0,09 -0,58
Federal decree on the popular initiative for an environmentally sound and0,44 -0,07 0,44
efficient peasant farming (counter-proposal)

Federal decree on dairy farming 0,34 -0,67 -0,03
Amendment to the farming law 0,32 -0,69 0,01
Federal decree on spending 0,33 -0,7 0,07
Amendment to the federal law on aged and bereaved insurance 0,18 0,26 -0,73
Popular initiative to extend aged and bereaved and invalidity insurance 0,14 0,1 0,8
Amendment to the federal law on purchasing land through agents abroad 0,76 -0,27 -0,23
Amendment to the constitutional article on languages 0,36 0,46 0,33
Federal decree on whether municipality of Vellerat (then part of the canton 0f0,08 0,46 0,35
Bern) should become part of the canton of Jura

Federal decree on abolishing the cantons' responsibilities for providing army0,65 0,33 0,26
equipment

Federal decree on abolishing the federal requirement to purchase distilling0,47 0,12 0,06
equipment

Federal decree on abolishing federal financing of parking areas at rail stations 0,58 0,04 -0,27
Federal decree on the popular initiative "peasants and consumers- for a nature-0,14 0,73 0,04
oriented farming" (counter-proposal)

Federal law on governmental and administrative organization 0,8 -0,02 -0,3
Popular initiative against illegal immigration 0,14 0,23 0,64
Amendment to the federal law on labor in trade and industry -0,76 0,17 0,23
Popular initiative "EU accession talks in front of the people” 0,4 0,43 0,38
Popular initiative for a ban on arms exports 0,42 0,22 -0,57
Federal decree on ending the federal monopoly on producing and selling-0,6 0,12 -0,17
gunpowder

Federal decree on financing unemployment insurance -0,31 0,26 0,71
Popular initiative "youth without drugs" -0,31 -0,45 -0,09
Federal decree on a balanced budget -0,53 0,6 0,17
Popular initiative for the protection of life and environment against geneticO 0,38 -0,51
engineering

Popular initiative "Switzerland without secret police" 0,03 0,25 0,77
Federal law on truck tolls based on engine size -0,16 0,75 -0,2
Popular initiative for well-priced foodstuffs and ecological farms 0,36 0,71 -0,14
Popular initiative "10th revision of the Aged and Bereaved Insurance without0,29 0,02 -0,84
raising the retirement age"

Federal decree on building and financing public transport infrastructure -0,2 0,62 0,15
Federal decree for a temporary article in the Swiss Federal Constitution on grain0,15 0,52 0,51
Popular initiative for a prudential drug policy 0,59 0,47 0,02
Amendment to the federal law on labor in trade and industry 0,41 0,46 -0,32
Federal decree on changes to the eligibility for membership of the Federal Council0,3 0,4 0,55
Federal decree on constitutional regulations on organ transplantation 0,65 0,01 0,05
Popular initiative "house ownership for everyone" -0,09 -0,12 0,28
Amendment to the federal law on spatial planning 0,39 -0,45 -0,11
Federal decree on a new Swiss Federal Constitution 0,82 -0,02 -0,31
Federal law on asylum 0,27 0,7 0,23
Federal decree on asylum and foreigners -0,15 0,47 0,62
Federal decree on the medical prescription of heroin -0,05 0,46 0,61
Federal law on disability 0,37 -0,13 0,11
Federal law on maternity insurance 0,7 -0,23 -0,57
Federal decree on reforming the judiciary 0,11 0,76 -0,04
Popular initiative for speeding up direct democracy -0,56 0,56 0,04
Popular initiative for a just representation of women in federal authorities 0,64 0,36 0,2
Popular initiative for the protection of men against manipulations in procreation-0,2 0,19 -0,04

technology
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Popular initiative on halving motorized road traffic 0,49 0,11 -0,47
Federal decree authorizing sectoral agreements between Switzerland and the0,81 -0,15 -0,01
European Union

Popular initiative on promoting solar energy 0,14 0,73 0,08
Federal decree on the popular initiative on promoting solar energy (counter-0,16 0,6 -0,17
proposal)

Federal decree on the popular initiative on energy efficiency (counter-proposal) 0,35 0,5 -0,06
Popular initiative for regulating immigration -0,09 0,29 -0,54
Popular initiative "more rights for people thanks to referendums with counter--0,75 0,2 0,18
proposals”

Popular initiative against raising the female retirement age 0 0,28 0,8
Popular initiative for a flexible retirement age for men and women from 62 years-0,22 0,04 -0,5
on

Popular initiative on economizing on military and defense-for more peace and0,59 -0,07 -0,65
seminal jobs

Popular initiative for lower hospital expenses 0,42 -0,14 -0,77
Federal law on federal employees 0,37 -0,18 -0,78
Table A.3: Factor scores for the period 2001-2010

Vote Factor 1 Factor 2 Factor 3
Popular initiative on joining the European Union -0,28 -0,2 0,7
Popular initiative on lowering medicine prices 0,23 0,14 0,63
Popular initiative on lowering the urban speed limit to 30 km/h 0,72 0,52 -0,13
Amendment to the federal law on the Swiss army I 0,67 -0,16 0,32
Amendment to the federal law on the Swiss army II 0,14 -0,06 0,3
Federal decree on abolishing the requirement for a permit to establish a diocese 0,73 -0,15 0,27
Federal decree on expenditure 0,07 0,42 0,53
Popular initiative for an assured Aged and Bereaved insurance - tax on energy instead0,06 0,54 0,16
of work

Popular initiative for an authentic security policy and a Switzerland without army 0,17 -0,64 0,13
Popular initiative "Solidarity creates security: for a voluntary civilian peace service” 0,4 0,7 0,09
Popular initiative for a capital gains tax 0,4 0,76 0,08
Popular initiative on joining the United Nations 0,87 0,22 0,15
Popular initiative to reduce working hours 0,31 0,79 0,06
Amendment to the penal code regarding abortion 0,67 0,17 0,15
Popular initiative for mother and child -0,6 -0,03 -0,21
Popular initiative on adding surplus gold reserves to the country's pension fund -0,06 -0,54 0,46
Federal decree on the popular initiative on adding surplus gold reserves to the country's0,45 0,27 0,27
pension fund (counter-proposal)

Federal law on the electricity market -0,64 -0,11 -0,03
Popular initiative against misuse of asylum rights 0,14 -0,7 0,15
Federal law on compulsory unemployment insurance and compensation for insolvencies-0,65 -0,43 0,04
Federal decree on reforming the referendum process 0,24 -0,11 0,37
Federal decree on changing the cantonal contribution to financing hospital medication 0,44 0,05 0,03
Federal law on the Swiss army 0 0,23 0,6
Federal law on civil defense 0,2 0,65 0,36
Popular initiative "yes to fair rents" 0,1 0,76 0,22
Popular initiative for one Sunday a season free from motor vehicles-a test for four years0,18 0,85 0,13
Popular initiative "health has to be affordable” 0,7 0,1 0,12
Popular rights for equal rights for the disabled 0,21 0,83 0,06
Popular initiative "electricity without nuclear power" 0,73 0,07 0,05
Popular initiative for prolonging the ban on new nuclear power stations 0,08 0,88 0
Popular initiative for a sufficient provision of vocational education 0,12 0,85 -0,03
Federal decree on the popular initiative for safe and efficient motorways (counter--0,37 -0,61 0,42
proposal)

Amendment to the Obligations law -0,57 0,1 -0,03
Popular initiative "life-long custody for non-curable, extremely dangerous sexual and0,16 -0,22 -0,12
violent criminals"

Amendment to the federal law on Aged and Bereaved insurance 0,57 -0,06 0,36
Federal decree on financing the Aged and Bereaved insurance 0,23 -0,72 0,23
Federal law that would affect taxation for married couples, families, private housing and0,25 -0,54 0,18
stamp duty

Federal decree on ordinary and facilitated naturalization (2nd generation) 0,8 0,48 -0,18
Federal decree on ordinary and facilitated naturalization (3rd generation) 0,79 0,48 -0,22
Popular initiative "postal services for all" 0,68 0,61 -0,23
Federal law on compensating members of the armed forces for loss of earnings -0,08 0,75 -0,28
Federal decree on rebalancing the financial duties of the Federation and the Cantons 0,64 -0,02 0,09
Federal decree on the constitutional reordering of the budget 0,26 -0,13 0,01
Federal law on stem cell research 0,71 0,19 -0,07
Federal decree on Switzerland joining the Schengen Area 0,65 -0,07 0,5
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Federal decree on whether registered partnerships for same-sex couples should be0,91 0,24 0,03
introduced

Federal decree on extending the agreement on free movement of people to new0,91 0,08 0,07
members of the European Union

Federal decree on the popular initiative for food from an agriculture free of genetic0,42 -0,39 0,49
modification (counter-proposal)

Federal labor law related to the opening times of shops in public transport hubs -0,11 0,55 -0,25
Amendment to the constitutional article on education 0,6 -0,06 -0,06
Popular initiative on diverting profits from the Swiss National Bank into the national-0,52 -0,68 0,24
pension fund

Federal law on foreigners -0,53 -0,69 0,16
Amendments to the federal law on asylum -0,13 0,74 0,14
Federal law on assistance to Poland and other poorer EU countries 0,86 0,15 0,14
Amendment to the family allowances law 0,3 0,58 0,01
Popular initiative for a social unified health insurance 0,26 0,83 -0,2
Amendment to the disability insurance law -0,13 -0,8 0,09
Popular initiative against fighter aircraft noise in tourism areas 0,35 0,61 0
Federal law on the corporate tax reform 0 -0,6 -0,11
Popular initiative for democratic naturalization -0,4 -0,65 0,41
Popular initiative against publicly funded information campaigns by the government -0,73 -0,52 0,24
Amendment to the constitutional article on health insurance -0,72 -0,37 0,21
Popular initiative for the elimination of the statute of limitations with respect to-0,15 0,01 0,73
pornographic crimes against children

Popular initiative for a flexible retirement age 0,2 -0,12 0,68
Popular initiative for the restriction of the right of associations to appeal against building-0,6 0 0,28
projects

Popular initiative for a sensible cannabis policy with effective protection of the youth -0,01 0,85 -0,05
Amendment to the federal law on narcotics -0,13 -0,39 -0,19
Federal decree on approving the renewal of the EU-Switzerland bilateral agreement on0,87 0,09 -0,04
free mobility

Constitutional article "Future with complementary medicine" 0,47 -0,22 0,24
Federal decree on the introduction of biometric passports 0,5 0,47 -0,25
Federal decree on a limited increase of the value added tax to continue financing the0,75 -0,01 0,05
disability insurance

Federal decree on accepting the decision not to introduce the generic popular initiative 0,7 0,46 0,02
Federal decree on aviation fuel taxation 0,64 -0,23 0,24
Popular initiative "ban on exporting war supplies” 0,41 0,64 0,08
Popular initiative against the construction of minarets -0,81 -0,29 0,01
Amendment to the constitutional article on research on humans 0,01 0,03 0,76
Popular initiative on providing enhanced legal protection for animals 0,05 -0,64 0,07
Amendment to the federal law on Aged and Bereaved insurance 0,79 0,21 -0,01
Amendment to the federal law on unemployment benefits -0,06 -0,83 0,17
Popular initiative for the deportation of foreign criminals 0,53 0 0,25
Federal decree on the popular initiative for the deportation of foreign criminals0,1 0,68 0,14
(counter-proposal)

Popular initiative for fair taxes -0,82 -0,32 0,04
Table A.4: Factor scores for the period 2011-2017

Vote Factor 1 Factor 2 Factor 3
Popular initiative for the protection against gun violence 0,49 0,67 0,06
Popular initiative "an end to the limitless construction of second homes" 0,31 0,04 0,57
Popular initiative for tax-supported building society savings to buy living space for self-

use and to finance energy saving and environmental measures 0,84 0,07 -0,01
Popular initiative "six weeks of vacation for everyone" 0,4 0,53 -0,17
Federal decree on using the state earnings from gambling for the public interest 0,69 0,27 -0,3
Federal law on the fixed book price agreement 0,44 -0,02 -0,62
Popular initiative on assistance with savings for home buyers -0,55 -0,06 0,53
Popular initiative on reinforcing popular rights in foreign policy -0,17 -0,71 0
Amendment to the federal law on healthcare 0,26 0,04 -0,53
Federal decree on the popular initiative on promoting music lessons for youth (counter--0,21 -0,29 0,09
proposal)

Popular initiative on secure housing in old age 0,43 0,41 0,07
Popular initiative on a smoking ban 0,5 0,2 -0,07
Amendment to the federal law on animal diseases 0,42 0,65 -0,33
Federal decree on family policy -0,03 0,15 0,67
Popular initiative against rip-off salaries 0,38 -0,35 0,53
Amendment to the federal law on spatial planning 0,75 0,49 -0,24
Popular initiative on the direct election of the Federal Council -0,73 -0,21 0,14
Urgent modification of the federal law on asylum -0,09 -0,66 -0,03
Popular initiative on the abolition of compulsory military service 0,76 0,43 0
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Amendment to the federal law on epidemics -0,19 0,34 -0,17
Amendment to the federal law on labor in trade and industry 0,42 0,6 -0,39
Popular initiative on fair wages -0,25 0,51 0,21
Popular initiative on tax credits for stay-at-home parents 0,74 -0,28 0,2
Amendment to the federal law on road taxation -0,32 -0,75 0,06
Federal decree on the popular initiative on financing and developing the railway-0,59 -0,6 0,29
infrastructure (counter-proposal)

Popular initiative on abortion -0,31 -0,87 0,09
Popular initiative against mass immigration 0,46 0,64 -0,21
Federal decree on the popular initiative on primary health care (counter-proposal) 0,86 0,06 0,18
Popular initiative on a lifetime ban on convicted pedophiles working with children -0,77 -0,42 0,12
Popular initiative on minimum wages 0,41 0,47 0,04
Federal law on the procurement of the JAS 39 Gripen fighter aircraft 0,49 -0,48 -0,55
Popular initiative on the value added tax for the hospitality industry 0,86 0,21 -0,1
Popular initiative for a unified health insurance fund 0,21 -0,44 -0,3
Popular initiative for the abolition of the flat tax 0,03 -0,23 0,8
Popular initiative "Stop overpopulation (ECOPOP)" -0,16 -0,81 0,25
Popular initiative on gold reserves -0,08 -0,83 0,08
Popular initiative for the exemption of family allowances from income tax 0,03 0,17 0,51
Popular initiative on a non-renewable energy tax 0,44 -0,18 -0,32
Federal decree on the constitutional article on reproductive medicine 0,45 -0,02 0,68
Popular initiative on scholarships 0,82 0,28 -0,01
Popular initiative on inheritance taxes 0,51 0,61 -0,1
Amendment to the federal law on radio and television 0,51 0,62 -0,35
Popular initiative for the couple and the family - No to the penalty of marriage 0,71 -0,08 0,38
Popular initiative for the actual deportation of foreign criminals (implementation-0,61 -0,4 0,06
initiative)

Popular initiative "No speculation on food" -0,21 -0,91 -0,1
Amendment to the federal law on road transit in the Alpine region 0,03 -0,6 -0,22
Popular initiative for the public service 0,31 -0,52 0,35
Popular initiative for a basic income 0,77 0,13 0,29
Popular initiative for fair transport financing 0,22 0,82 0,15
Amendment to the federal law on medically assisted reproduction -0,19 -0,71 0,01
Amendments to the federal law on asylum 0,47 0,61 -0,39
Popular initiative for a green economy 0,79 0,37 0,15
Popular initiative on the retirement system 0,86 0,04 0,01
Federal law on intelligence -0,03 0,36 -0,43
Popular initiative for the programmed phase-out of nuclear energy 0,75 0,4 0,07
Federal decree on the simplified naturalization of third-generation immigrants 0,51 0,76 -0,09
Federal decree on establishing a fund for national roads and urban traffic -0,02 0,49 -0,52
Federal law on the corporate tax reform -0,03 0,26 -0,74
Federal law on energy 0,52 0,65 -0,2

APENDIX B - RESULTS OF DUNN'’S TESTS
“Left-Right” dimension

Table B.1: Results of Dunn'’s tests on median income on the “Left-Right” dimension

Median income (1981-1990)

Median income (1991-2000)

Not Not
Left Significant Left Significant
Not -3.84 Not -10.21
Significant | p < 0.001 Significant | p < 0.001
) 236 6.97 . 069 -137
Right p=0009 p=0.001 Right p<0001 p=009
Median “Left” = 327500 Median “Left” = 44°350

Median “Not Sigmficant™ = 34000
Median “Right” = 32250

Median income (2001-2010)

Median “Not Sigmificant™ = 487050
Median “Right™ =48500

Median income (2011-2017)

Not Not
Left Significant Left Significant
Not -0.87 Not 424
Significant | p=0.57 Significant | p < 0.001
0.75 -0.02 791 5.23

Right p=034 p=049
Median “Left” = 54°967

Median “Not Significant™ = 567000
Median “Right” = 55025

Right p=0001 p<0001
Median “Left” = 617800

Median “Not Sigmficant™ = 507350
Median “Right” = 56'600
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Table B.2: Results of Dunn’s tests on the Gini coefficient of the income distribution on the “Left- Right” dimension

Gini coefficient of the income distribution
(1981-1990)

Not
‘ Left Significant
Not 1.96
Significant | p=002
. 7.70 701
Right p=0001 p<0.001

Median “Left" = 0317
Median “Not Significant™ = 0.308
Median “Right”™ =0.290

Gini coefficient of the income distribution

Gini coefficient of the income distribution

(1901-2000)
Not
‘ Left Significant
Not 4385
Significant | p < 0.001
. 3.00 -1.14
Right p=0002 p=013

Median “Left” = 0.329
Median “Not Significant™ = 0.316
Median “Right™=0.318

Gini coefficient of the income distribution

(2001-2010)

Not
Left Significant
Not 334
Significant | p=0.001
. 239 049
Right p=001 p=031

Median “Left” = 0316
Median “Not Significant™ =0.310
Median “Right” =0.310

(2011-2017)
Not
Left Significant
Not 8.56
Significant | p =< 0.001
. 10.15 3.64
Right p=0001 p=0001

Median “Teft” = (0.360
Median “Not Significant™ = 0.336
Median “Right™ = 0328

“Liberal-Conservative” dimension
Table B.3: Results of Dunn’s tests on median income on the “Liberal-Conservative” dimension

Median income (1981-1990)

Median income (1991-2000)

o Not . e Not
Conservative Sienificant Conservative Sigl.]i.ﬁl:nut
Not 920 Not 465
Significant | p<0.001 Significant | p < 0.001
. 030 296 . 966 755
Liberal p=0001  p=0002 Liberal p=0001  p=0001

Median “Conservative” = 307775
Median “Not Significant” = 337600
Median “Liberal” = 34°850

Median income (2001-2010)

Median “Conservative” = 457650
Median “Not Significant™ = 477125
Median “Liberal” = 507050

Median income (2011-2017)

o Not . o Not
Conservative Sienificant Conservative Significant
Not -0.58 Not 0.77
Significant | p=0.001 Significant | p = 0.001
. -18.11 1351 ) -17.59 12.73
Liberal p=0001  p=<0.001 Liberal p=0001  p=0001

Median “Conservative” = 527200
Median “Not Significant”™ = 357800
Median “Liberal” = 627500

Table B.4: Results of Dunn’s
dimension

Median “Conservative” = 347200
Median “Not Significant™ = 507150
Median “Liberal” = 68°400

tests on the Gini coefficient of the income distribution on the “Liberal- Conservative”
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Gini coefficient of the income distribution
(1081-1090)

Gini coefficient of the income distribution

(1201-2000)

ativ Not . — Not
‘ Conservative Sionificant | Conservative Sigl]i.ﬁl:i'll.“
Not 720 Not 945
Significant | p<0.001 Significant | p < 0.001
. 1248 9.17 . 1155 5.03
Liberal | p-0001  p=0001 Liberal | 50001  p=0.001

Median “Conservative”™ = 0.279
Median “Not Significant™ =0.304
Median “Liberal” = 0.335

Gim coefficient of the income distribution
(2001-2010)

Median “Conservative” = 0.304
Median “Not Significant™ = 0.322
Median “Liberal” = 0.338

Gimi coefficient of the income distnbution
(2011-2017)

L Not . e Not
Conservative Sienificant Conservative Sienificant
Not -1.55 Not -8.27
Significant | p<0.001 Significant | p < 0.001
. -10.93 6.36 . -14.19 080
Liberal | 50001  p=0001 Liberal | 50001  p=0.001

Median “Conservative™ = 0.297
Median “Not Significant” =0.311
Median “Liberal” = 0.331

Median “Conservative” = 0.317
Median “Not Significant™ = 0.337
Median “Liberal” = 0.371

“Ecological-Technocratic” dimension

Table B.5: Results of Dunn'’s tests on median income on the “Ecological-Technocratic” dimension

Median income (1981-1990

Median income (1991-2000

. Not . Not
Ecological Sisnificant Ecological Sionificant
Not 5.57 Not 0.71
Significant p=0.001 Significant p=024
. 3.39 -1.21 . 334 337
Technocratic p=0001 p=011 Technocratic p=0001 p=0001

Median “Ecological”™ = 34°700
Median “Not Significant™ = 337050
Median “Technocratic”™ = 337117

Median income (2001-2010)

Median “Ecological™ = 487000
Median “Not Significant”™ = 477400
Median “Technocratic” = 457038

Median income (2011-2017)

. Not . Not
Ecological Significant Ecological Significant
Not 352 Not -2.01
Significant p<0.001 Significant p=003
. 752 590 . -2.64 -1.20
Technocratic p=0001 p=0001 Technocratic p=001 p=012

Median “Ecological” = 587000
Median “Not Significant”™ = 557025
Median “Technocratic™ = 537150

Table B.6: Results of Dunn’s tests

dimension

Median “Ecological” = 58°400
Median “Not Significant™ = 59°400
Median “Technocratic™ = 607300

on the Gini coefficient of the income distribution on the “Ecological-Technocratic”
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Gini coefficient of the income distribution
(1981-1990)

Gini coefficient of the income distribution
(1991-2000)

. Not . Not
‘ Ecological Sienificant ‘ Ecological Significant
Not 397 Not 11.34
Significant p=0.001 Significant p = 01001
. -0.25 -4.26 e 6.87 -2.46
Technocratic p=040 p <0001 Technocratic p=0001 p=0007

Median “Ecological” = 0311
Median “Not Significant™ = 0.302
Median “Technocratic™ =0.315

Gini coefficient of the income distribution
(2001-2010)

Median “Ecological™ = 0343
Median “Not Significant™ = 0.313
Median “Technocratic™ = 031§

Gini coefficient of the income distribution

(2011-2017)

. Not . Not
Ecological Sienificant Ecological Sionificant
Not 5.85 Not -4.40
Significant p <0001 Significant p= 0001
. 4.90 043 ) -13.02 -11.74
Technocratic p <0001 p=033 Technocratic p=0001 p=0001

Median “Ecological” = 0.323
Median “Not Significant” =0 308
Median “Technocratic™ = 0.307

Median “Ecological” = 0.327
Median “Not Significant™ = 0.333
Median “Technocratic”™ = 0.373
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1503 REGIONAL DISTRIBUTION OF FEDERAL TRANSFERS AND EXPENDITURE IN
INDIA

ABSTRACT

Intergovernmental fiscal transfers for ensuring horizontal fiscal equity are well established in the federal systems. In the
presence of significant regional disparities in India, the central government engages in large intergovernmental transfers
to the poorer states for horizontal fiscal equalization. Despite this, the role of central government in addressing interstate
fiscal disparities has been not measured comprehensively. Other than the intergovernmental transfers to state
governments, the central government also directly spends on health, education, rural development, and various
subsidies. All these central expenditures, bypassing the state budgets, have implications for regional redistribution and
horizontal fiscal equalization. This paper prepares estimates on a long felt gap regarding the availability of data on central
government’s transfers and spending at the state level. Using these estimates, we examine progressivity of multiple
channels of central transfers and spending; and their impact on horizontal fiscal equalization in India.
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1673450 YEARS OF PORTUGUESE COLONIALISM IN INDIA: MISSIONARIES,

EDUCATION, GENDER GAPS

Alexander Lehner®
Unversity of Bologna, E-Mail: alexander.lehner@unibo.it

ABSTRACT

This paper explores the persistent role of colonial heritage for economic development us-ing different types of
geographical regression discontinuity design (GRDD) estimations. It gives a deep rooted explanation for the emergence
of gender roles and provides one possible explanation for the economic catch-up of Goa after its liberation. The empirical
strategy exploits peculiarities of the history of the colonisation of Goa. It was conquered by the Portuguese in 1510 and
uninterruptedly held until 1961. [ argue that persistent effects of these activities, in which the Catholic missionaries
played a key role, can be seen up until today in terms of sex-ratios and the gender gap in education as measured by
literacy rates. I use an old border that doesn’t exist any more since almost 250 years between the so-called Old & New
Conquests as my identification device. In the former parts the colonisers forbade sat’i, polygamy, childhood marriage,
and gave women property rights at an early stage. Furthermore the missionaries brought structured education. My
analysis, carried out on a village level, provides strong evidence that the early Por-tuguese colonial activities were the
cause of (geographically) sharp within differences that are still measurable today. The analysis of multiple censuses over
time suggests that there has been within-Goa convergence and that gaps are washing out. Furthermore I find ten-tative
evidence for a horizontal diffusion throughout villages: also the Hindus within the Old Conquests exhibit systematically
higher sex-ratios and lower educational gender gaps. From a methodological perspective I point out the weakness of
certain GRD estimations that have been applied in Economics so far and propose a more transparent and rigorous way
in which results could be reported in the future; thus potentially also speak to the literature that deals with the so-called
"statistical crisis in science” (see e.g. Gelman and Loken, 2014).

Keywords: Geographic Regression Discontinuity Design (GRDD), Colonial- ism, Religion, India, Portuguese Empire,
Gender Gap, Female Empowerment.

JEL Codes: F54,124,125,]16,N35, 015, 043, Z12.

1 INTRODUCTION

The Indian state of Goa, once the capital of the mighty Portuguese seaborne empire, was one of the poorest parts in all of
South Asia at the time of the liberation from its colonisers in 1961. After receiving heavy transfers and infrastructural
investments from the Indian government it managed to transform itself into what is essentially the most prosperous state
in present day India®’. The picture is similar when it comes to the position of women in society: Goa is on top according
to the most important indicators®®.

A more detailed investigation of the matter through the use of census data at a fine-grained level® reveals that those
aggregate phenomena are to a substantial extent driven by four talukas (sub-districts) within Goa, all of which happen to
have experienced a different colonial history than the other seven talukas.

Only by considering the various examples of failed development investments throughout the last decades, especially in
Africa, Latin-America, and other parts of South Asia, the Goan case appears to be a worthwhile one to study. In addition
to the overall economic success, it is crucial to understand the drivers for female empowerment which were mostly
confined to specific parts. In numerous studies that examine the strong correlation between women empowerment and
economic development, it is typically not clear in what direction the cau- sation goes and whether the interrelationship
is self-sustaining [Duflo, 2012; Doepke, Tertilt, and Voena, 2012]. In the history of Goa I identify several early "treatments”
regarding the improvement of the position of females in society. These pre-date the experience of economic development
by several hundred years and thus allow me to take a much stronger position on the causal link from the improved
position of women towards economic prosperity.

The general economic success might be partly driven by the whole uniform Portuguese insti- tutional setting (the civil
code of 1871 - based on the Code Napoleon - who is still in place up until today): Goa for example is still the only state so
far in India which has a uniform civil code that applies uniformly to all people, independent of religion or gender. This

66 Please be aware that this is a very preliminary draft. Some figures, graphs, and several pieces of the text are still missing.

First and foremost I want to thank my academic supervisor, Matteo Cervellati, for his guidance and continuous support. So far I benefited from extensive
conversations with Oded Galor, Nicola® Gennaioli, Mara Squicciarini, Robson Tigre, Roc’10 Titiunik, Romain Wacziarg, Andrea Weber, and David Weil. |
received very helpful comments from Ankush Asri, Stephen Broadberry, Jean-Paul Carvalho, Siddharth Chandra, Rui Esteves, Margherita Fort, Paolo
Masella, Giovanni Prarolo, Anand Swamy, Eric Tagliacozzo, Felipe Valencia, seminar participants at the University of Oxford (Nuffield, Graduate Seminar
Series), the Spring Meeting of Young Economists 2017, Michigan State University, CESifo Munich, EHES 2017 Tu"bingen, ASREC Europe 2017, the
University of Bologna, and the Macro Lunch at Brown University.

67 In terms of local GDP and HDI numbers as reported by the Planning Commission of the Government of India and several other indices of social
progress.

68 The Gender Vulnerability Index (GVI) 2017 by Plan India, or the National Family Health Survey 4 (NFS) from 2015/16 when it comes to the sex-ratio,
female (access to) education, household bargaining power and domestic violence. According to the District Level Household and Facility Survey 4
(DLHS) from 2012/13 by the Ministry of Health the number of married women below age 18 in Goa went down to virtually zero. The same holds true
for the number of induced abortions.

69 Village and town level data from the Village Census Abstract and the District Census Handbook of Census India.
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paper does not draw strong conclusions on that, but rather focuses on variations within Goa due to the presence of
a”quasi experimental” econometric identification device that was an outcome of its peculiar historiography.

After being the first European power to round the southern tip of Africa in 1497, the Portuguese establish the capital of
their subsequent thalassocracy in the Indian Ocean, the so-called Estado da I'ndia, in Goa in 1510. From then on it is
uninterruptedly ruled for 450 years and thus makes it the longest constantly colonised piece of land in younger human
history. One unique feature of the Portuguese colonisation strategy in the Indian Ocean was that they, unlike the Dutch
or the British with their trading companies, interacted with the autochthonous people. Intermarriage of their soldiers
with Hindu women was encouraged in order to create a loyal local population. Furthermore efforts were made to convert
the populace to Catholicism. For that matter they were always accompanied by monks and priests which belonged to
specific religious orders. The Franciscans and the Jesuits became the two most important players in the early colonial
history of Goa. They built churches, a college, set up a network of parish schools, introduced structured education, and
even brought the printing press.

Moreover the Lusitanians significantly altered the position of women in society: sat'1 and polygamy were forbidden and
early childhood marriage was curbed. Furthermore women were granted property rights and could thus inherit from
then on. This was conditional upon marrying a Christian and thus served as an additional incentive to convert. It has to
be noted that these things were obviously not undertaken out of philantropic motives. It was what the Portuguese
believed to be a superior way of organising society, which they more or less successfully imposed on Goans. Further it
should be noted that the early colonial years have been marked by tremendous hostility towards the Muslim population,
which were preceded by hostility from the Bahmani Muslims towards the local Hindus prior to the European arrival.
Around 1780 the Portuguese, albeit being economically and militarily already very weak, man- age to extend the territory
of Goa by the aforementioned seven sub-districts, the so-called New Conquests. At approximately the same time the Jesuits
get forbidden and expelled due to exogenous events in Europe. A bit later, in 1839, all remaining religious orders get
forbidden. Furthermore the people of the New Conquests were guaranteed religious freedom because the colonial
government could not afford to pick up a fight with the landowning upper caste Hindus in those newly gained territories.
It is thus ensured that the early missionaries did not carry out activities of any sort in those new dominions.

It is this historical "quasi experiment” alongside this border, which does not exist any more since 250 years, between the
Old- and New Conquests that I use as my econometric identifi- cation device in order to apply a Geographic Regression
Discontinuity Design (GRDD).

These estimations reveal that the gender gap in literacy rates jumps by around 4 percentage points on average in 2011
when the line is crossed. All other fundamentals that could drive economic activity, including several "placebo outcomes”,
stay constant at the same time. The discontinuity is thus driven by something unobservable which I trace back to
Portuguese colonial activities. The same analysis carried out on the 1991 census’® reveals that effect is twice as big and
the within Goa gaps and disparities are much higher. Thus Goa underwent a within convergence process during its
periods of economic growth: the poorer parts were catching up with the more prosperous 0ld Conquests, but the gaps
alongside the old within border are still geographically sharp and measurable up until today. In addition the sex-ratio
and the female literacy rate itself show a much more pronounced drop when one steps out into the New Conquests which
did not experience missionary activities.

Furthermore, as later will become clearer, the historical quasi-experiment that I am exploit- ing allows me to potentially
also tell apart what the long-term effects of differential cultural and institutional "treatments” are and how they interact.
Something that is still not well understood by economists, as has been recently argued by Alesina and Giuliano [2015].
My setup additionally allows me to draw tentative conclusions on the evolvement of gender norms, which potentially
deepens the understanding on how cultural norms and beliefs could change and evolve throughout time. I argue that a
shift in the attitude towards women in the 16th century, both within village communities and the respective households,
lead to the evolvement of a different set of gender norms. These norms persisted locally and are the reason why
educational gender gaps are lower and sex-ratios are higher in the parts that were colonised early. These places
experienced the aforementioned "double-treatment”: exposure to schools and structured education, and the early
alleviation of the position of women in society. Especially in the context of a sub-continent which is still plagued by gender
inequalities, even after decades of efforts to equalise females, this could serve as an important historical lesson on which
one could rely.

For my econometric analysis, in order to potentially isolate causal effects, I redraw afore- mentioned abandoned border
and use it to create a Geographic Regression Discontinuity Design (GRDD). I carry out different sets of estimations: a
specifications in "naive” distances, specifications in polynomials in longitude and latitude [as famously put forward by
Dell, 2010], and the more state-of-the-art implementation of what is called a GRD with a two dimensional score that
allows me to uniquely pin down the location of every village in space and estimate heterogeneous treatment effects
alongside the border [see Keele and Titiunik, 2015]. This would be equivalent to a "classical” RD [Imbens and Lemieux,
2008] with two running variables [Imbens and Zajonc, 2011].

[ find that the 2011 gender gap in education as measured by the difference in literacy rates is around 4 percentage points
higher in the New Conquests. This effect is substantial, given that the average literacy gap across Goa is around 8
percentage points. The magnitude of the effect that I identify at the cut-off is almost as high as the one from running a

70 Which is the first one after Goa was upgraded from a Union Territory together with Daman and Diu to a state in 1987.
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regression with just one dummy variable that indicates whether a village is in the Old-/New-Conquests. Furthermore the
number of women per 1000 men is around 80 higher in the villages just on the inside of the old border as compared to
those that are just on the outside.

The methodological contribution of this paper is that | implement the supposed ideal way to carry out geographic RDs
[as suggested by Keele and Titiunik, 2015] in a more complete way: I show that the other specifications that were put
forward so far in the economics literature may lead to spurious conclusions in my settings. [ cannot make substantial
claims on outcome variables such as the female labour force participation. Those seemed to be robust in the specifications
in "naive” distances and with polynomials in longitude/latitude, but when I apply the more demanding RD estimation
with two running variables at each border point, there seems to be too much heterogeneity alongside the boundary in
order to infer clear ef- fects, i.e. the point estimate keeps changing its sign

In order to further improve spatial RDs, I argue that we just have to stop to discard a clearly identified and visualiseable
feature within our data: space. Just by making use of simple spatial interpolation techniques such as kriging we could
present the analysed data in a way that puts the reader immediately in a position to infer whether there is an actual jump
alongside some specified border or not.

Through an extensive historical narrative, the analysis of historical census data, and the verification of numerous
"placebo outcomes”, I try to convince the reader that the root of these differences lie in the early improvement of the
position of women and the early exposition to organised education in the Old Conquests. I also argue that these cultural
values not only were transmitted vertically throughout generations, but also horizontally within village communities.
The latter is elicited by the fact that the distribution across space of the educational gender gap and the sex-ratios for
Hindus, which constitute the main religious group in contemporary Goa, is systematically different in the Old Conquests
as shown by non-parametric statistical tests (higher sex-ratios and lower literacy gaps). It thus seems that effect that I
am describing is not something that stems from "being Christian”.

Very recent sociological research argues, that religion played an ambiguous role in the early-modern onset of Portuguese
colonialism, as compared to other cases where religion is highlighted as a strong marker and maker of cultural difference
[Henn, 2014]. This stems mostly from the fact that in Goa, things seem to be somewhat molten together: Christian
converts kept a lot of Hindu practices up until today (e.g. the dowry system, clothing, ...). I am trying to convince the
reader, that even though Hindu and Christian culture seems to be somewhat molten together, what mattered most for
contemporary economic outcomes was the common historical experience of those families and villages in the Old
Conquests. | thus connect to the broad literature of long-term comparative development by providing a deep rooted
explanation for Goa’s success and its geographic gender disparities. My study argues that, albeit having no clear
measurable impact during early stages apart from the differential sex-ratios, the historical experience turned out to be
important once education became widely available after the liberation in 1961. A certain set of believes towards
education and the status of women was conducive for the appreciation of education and made people more likely to send
their kids to school. This effect through missionaries on education was already shown to be important in the Latin
American context by Valencia Caicedo [2014] and Waldinger [2017]. The additional feature of the Goan context is the
second part of what I call a"double treatment”. Female literacy were rising fast in the Old Conquests, while a lot of villages
in the New Conquests still had female literacy rates of below 50% up until the 1990’s.

Broadly speaking I am contributing to the strand of literature that tries to link historical events to contemporary
economic outcomes, emphasising the importance of history for economic development, as e.g. summarised by Nunn
[2009, 2014b] or more recently by Michalopoulos and Papaioannou [2017]. Within this sub-field, the present study tries
to assess the long-term impacts of colonialism in the specific context of the Portuguese seaborne empire [the historical
seminal study still being Boxer, 1969] and the Indian Ocean trade. Contributions focusing on Asia in this respect almost
exclusively study the impact of Britain’s influence in India [Banerjee and Iyer, 2005; Iyer, 2010; Gaikwad, 2015]. Recently
there is some work that tries to asses the long-term impacts of Protestant missionaries in the territories of the British
East India Company [Mantovanelli, 2013], and of colonial educational investments therein [Chaudhary and Garg, 2015].
Supposedly one reason why not much attention was paid so far to Lusitanian legacies, was that the Portuguese empire
was a "forgotten empire”, amongst historians and even more so amongst economic historians up until recently [Marcocci,
2012, p. 33]. Arguments, explanations and a description of the development in the field of Portuguese "overseas history”,
including a summary of the 2003 e-JPH debate are described in detail by Ferreira [2016].

Unlike, e.g. Acemoglu, Johnson, and Robinson [2002] or Bruhn and Gallego [2012] [ am not comparing supposedly good
and bad colonial policies in order to assess their long-term effects. My study aims to deliver an assessment of the
interaction of colonial policies, which implicitly aimed more at a shift in beliefs and values, and the presence of Christian
missionaries. The general rules on how property was taxed or economic activity took place were pretty much
homogeneous throughout all of Goa.

More specifically [ am contributing to the very recent literature on the long-term effects of (Catholic) missionary orders.
Studies on Africa and India generally focus on protestant missions: e.g. Cag’e and Rueda [2016] point out the positive
impact of the printing press that was present in protestant missions in Africa & Nunn [2014a] documents the beneficial
impact of protestant missions on women in Africa. Woodberry [2004, 2012] documents the strong correlation between
e.g. educational attainment and the presence of Protestant missions. This is the first work that specifically tries to assess
the impact of Catholic missionaries in Asia within this highly localised "Goan-setting” that heavily reduces the concern of
omitted variable problems. Since I also can clearly distinguish the area of influence of the two main orders, the
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Franciscans and the Jesuits, before their expulsion at least, this work can be seen along the line of what Valencia Caicedo
[2014] and Waldinger [2017] are doing in Latin America by comparing the differential impact of the different orders.
Waldinger [2017] claims that the mendicant orders had a more beneficial impact on contemporary economic conditions
in Mexico and Valencia Caicedo [2014] underlines the heavily beneficial impact of the Jesuits in the Guaran’ area in
contemporary Paraguay, Argentina & Brazil. Having a clear geographic distinction between Jesuits and Franciscans, my
setup also allows me to draw the tentative conclusion that the Jesuit imprint was felt stronger and lasting longer. The
areas were the Jesuits were historically active today have the highest sex-ratios and still the highest shares of Christians.
This is corroborated by the fact that they became the virtual overlords of Goa throughout the 16th and 17th centuries
[Borges, 1994; Velinkar, 1984]. Albeit the average literacy rates being a bit lower in the former Jesuit districts, the jump
at the border towards the New Conquests is much more pronounced (apart from the few points that deliver point
estimates with reversed signs.

From a methodological point of view [ am pointing out potential weaknesses of the common RD specification put forward
by Dell [2010], which has been increasingly popular recently. This relates to recent work on the ”"statistical crisis in
science” [most famously described by Gelman and Loken, 2013, 2014]. Especially what they call a "garden of forking
paths” or "researcher degrees of freedom” potentially applies to geographic RD’s in general. Simply by increasing the
number of potential outcome variables on both sides of a geographic cut-off, one increases his probability of finding a
statistically significant jump. Thus the danger of running into false positives is very high. The two solutions that I propose
will alleviate these concerns tremendously.

2 HISTORICAL BACKGROUND

2.1 Geography

The contemporary Indian state of Goa, lapped by the blue expanse of the Arabian Sea in the west, admeasures an area of
only around 3700 square kilometres and is located mid-way on the west coast of India. Technically its around 120km
long coastline is part of the Konkan Coast, to its south the Malabar Coast begins. Goa stretches out to a width of about 60
kilometres in an east-west direction and extends to a length of about 105 kilometres from north to south. To the east,
Goa (and the whole Konkan) are separated from the Deccan highlands of Karnataka, the neighbouring state to the west
and south, by the mountain ridge of the Western Ghats. Thus from the outset it can already be seen that my study focuses
on a geographically very restricted area that allows me to hold constant important features of first nature geography
such as climate, soil quality, and the like. Consequently a potential omitted variable bias is not that much of a concern.

Politically the state is divided into two districts and eleven sub-districts, so-called talukas: Pernem, Bardez, Bicholim,
Tiswadi, Sattari, and Ponda being part of North Goa; and Mormugao, Salcete, Sanguem, Quepem, and Canacona being part
of South Goa.

Goa enjoys a salubrious, sub-tropical, monsoon type of a climate with alternating wet and dry seasons.

Linguistically it belongs to the Konkani-speaking region that reaches from Thane in Maharashtra, the neighbouring state
in the north, to Mangalore in Karnataka in the south. The current population comprises about 1.2 million people of whom
65 percent are Hindus, 27 percent Christians, and 6 percent Muslims according to the 2011 Indian Census. It stands out
from its neighbors’ culture by apparently European that is, Portuguese, features in its architecture, folklore, and cuisine.
Generally this is true mostly for specific parts of Goa, namely in the so-called Old Conquests, as will become clearer later.
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Figure 1: The location of Goa on the Indian west coast.
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2.2 Portuguese Conquest

The Portuguese were the first foreign power to arrive and the last one to depart from the sub-continent of India, their
450 year long stay thus marks one of the longest uninterrupted periods of colonisation in history. The lusitanian
adventure in the Indian Ocean starts in 1498 when Vasco da Gama lands in the port of Calicut with the famous first
sentence "We are looking for Christians” and spices!”. Later, in 1510, Alfonso de Albuquerque captured the Islands of Goa
(its territory roughly equivalent to today’s taluka of Tiswadi) from the Sultan of Bijapur. By 1543, the Portuguese had
annexed the adjoining lands of Bardez in the north and Salcete (including today’s taluka of Mormugao) in the south. These
three territories have been designated as Velhas Conquistas, the Old Conquests.

It soon became the capital of the Portuguese Estado da I'ndia and rose to one of the world’s most magnificent cities of the
16th century. It became an important trading post that connected China, Japan, the Moluccas (the famous "Spice Islands”)
and India with Europe. It was also referred to as Goa Dourada, the golden Goa, and supposedly was comparable in size to
the major cities in Europe back then [Srivastava, 1990]. The extensive prosperity was caused by trade, mainly with spices,
and was facilitated by naval superiority. For which the foundation was essentially laid by Henry the Navigator and his
successors in the 15th century. They managed to prevent the secrets of the demanding maritime navigation in the Indian
Ocean from spreading to other European nations for around 100 years, up until the Dutch traveller and later secretary
to the viceroy in Goa, Jan Huyghen van Linschoten, copied all the information and published it in his Itinerario in 1596
[see e.g. ?]. Due to this catch-up in knowledge by the ascending Dutch provinces, the Portuguese quickly lost their pre-
eminence in the Indian Ocean around 1600. Their entrance with the newly formed East India Company, the so called
Vereinigde Oostindische Compagnie (VOC), marked the beginning of a sharp decline of the whole Portuguese seaborne
empire in general, and of its capital Goa in particular.

One of the distinct features of the Portuguese colonisation strategy was their zeal to convert the local populace to
Christianity, and their enmity towards Muslims. Mass conversion campaigns were flanked by the destruction of temples
and mosques. In Goa the result was an exodus of Hindus and Muslims, of which the former were by far the biggest
religious group, and a rising number of Christians who soon became the overwhelming majority. The village
communities, the so-called Gaunkaris (or Communidades), around which economic and social life was organised were
typically left in tact. The only requirement was that taxes and tributes were collected by the Gaunkars and transferred to
the viceroy in Goa.

The key feature of the Portuguese colonising "strategy” as opposed to all other European colonisers was, that they always
encouraged their men to intermarry with local, in this case Hindu, women. The aim was to generate a local populace
which is loyal to the colonial government and thus reduce the potential for uprisings and revolts. Upon marriage with a
Portuguese soldado, which made him a casado then, women were granted property rights. Thus their position in society
was strengthened and they could inherit in case their husband died. Prior to that women were typically burned on the
pyre of their dead man (sat'1). This clearly served as an additional incentive for local females to convert.

2.2.1 The Portuguese Trading (Colonising?) System

The state government in Goa was a macrocosm of that of the other areas and forts’2. Each had a captain, usually assisted
by a "vedor da fazenda”, other minor officials such as clerks, and more important the factor, who supervised the royal
trade in the area. There were also various clerics, a judge, and in the larger areas a municipal council. The object of all
these forts and captains was to enable the Portuguese to achieve several economic aims. These may be listed as: a
monopoly of the spice trade to Europe, a monopoly on the trade between various specified ports within Asia; the control,
direction and taxation of all other trade in the Indian Ocean; private trade, done on their own behalf by most Portuguese
living in Asia [Pearson, 1988].

Most of the official positions ensured high revenues to their holders. Distinction between public and private funds
supposedly must have been blurred. The bulk of the officials’ salary came in the form of several privileges and perquisites,
such as the right to collect a certain tax’3[Pearson, 1988]. Since they got rewards into their own pockets, they somehow
had an incentive to extract. Probably one of the sources for the corruption that is described as endemic in numerous
historical records [e.g. Boxer, 1969]. The biggest chunk of the state revenue was derived from customs duties.

Generally speaking, instead of exploiting the comparative advantage of their Cape-route in the East India trade and to
supply Europe with as much spices as possible, they focused on taxing the already existing Indian Ocean trade and
extracting as much as possible from the local (mostly Muslim) traders that operated between the Moluccas (the so-called
"spice islands”), Malacca (close to nowadays Kuala Lumpur) and the Red Sea. Their lack of manpower’4 and the notorious
inefficiency of the Portuguese colonial system can be viewed as the root cause of its later downturn.

One important implication of all this for my present study on Goa is that the respective colonial rulers never really were
interested in developing the hinterlands or making meaningful public investments, at least not until the eve of the 19th

71 Prester John was thought to be in India at that time, plus they had evidence that the early apostles converted Indians already 1500 years ago.

72 In total the Portuguese empire comprised of XX forts in year XXYY [Boxer, 1961]

73 The posts were seen as property from which the holder expected to make a profit, and thus they were willing to pay much more for a lucrative post
than for one with few opportunities for pickings, even if the status of the latter was higher than that of the former. In a sale of 1618 more than twice as
much was paid for the post of judge of the Goa customs house as for the captaincy of the whole city for example.

74 The whole Estado da ‘India, from Mozambique to Nagasaki, never had more than 10.000 soldiers [Boxer, 1969].
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century. Portuguese "interference” happened almost exclusively through the Catholic missionaries, above all the
Franciscans and the Jesuits.

2.2.2 Decline of the Seaborne Empire

As already indicated, a sharp decline of the whole seaborne empire set in at around 1600, when the rapidly ascending
trading company of the Dutch Provinces, the VOC, entered the Indian ocean. Throughout the 17th and 18th centuries, the
Portuguese thalassocracy was deprived of almost all its strongholds. Albeit the Dutch made two serious efforts to capture
Goa, it constantly remained under Portuguese control.

Goa’s customs revenues fell by almost one half between 1600 and the 1630s. Estimates of the value of her sea trade,
based on these customs figures, show a decline from 2,700,000 cruzados in 1600 to 1,800,000 in 1616/17, 1,400,000 in
1635, and a minuscule 500,000 by 1680 [Pearson, 1988]. Goan capitalists vanished as the economy deteriorated.
Additionally the Portuguese crown devoted its meagre resources mostly to Brazil for it was generally always higher
valued than the possessions in the east.

It seems that there was a rise of country trade in the later sixteenth century as the carreira to Portugal declined.

One of the leading historians of the field, Malyn Newitt, suggests people to take care on the differentiation between the
different periods. they have been different and must thus be treated differently Newitt [2005]. I would argue that, when
we read the history of Goa, we need to do likewise.

2.2.3 The New Conquests of Goa

In 1763 the Portuguese were able to capture Ponda from the Marathas (Jesuit loan?, na das war gg defense Marathas?).
In 1764 Sanguem, Quepem, and Canacona were placed under Portuguese jurisdiction because of an invasion by Hyder
Ali. During hostilities between the Bohsles and the Raja of Kolhapur, the Portuguese took advantage of the situation and
captured Pernem, Bicholim and Sattari and annexed them to Goa. By 1788 the modern territorial boundaries of Goa had
been chalked out. The new parts were termed as the Novas Conquistas (New Conquests). They extended the area of Goa
to the north, south and east; the 0ld Conquests make up about 785 square kilometres, the New Conquests a little under
3000. The latter were little valued at the time, but it was here that large deposits of iron ore were later exploited. By the
end of the eighteenth century Portuguese India consisted of this enlarged Goa, and a moribund Diu and Daman?>.

The attitude towards the autochthonous population was by far not as hostile as it was during the 16th century in the Old
Conquests. The locals were even guaranteed religious freedom. What is more, the main proponents of the proselytism in
the 16th century, that is, the religious orders, were not present anymore: the Jesuits were expelled in 1759 and all other
remaining orders were forbidden in 1835 [de Souza, 1990, p 107].

Goaremained Lusitanian until the 19th December of 1961, when the Indian Army drove out the colonisers with Operation
Vijay. Thus Goa today marks the territory of the longest-held European colony in all of Asia, if not the world.

2.2.4 Why could the Portuguese rule uninterruptedly for 450 years?

In the early days of Lusitanian presence, their main opponents were the different Indian empires which were far superior
by almost any means to the Portuguese (and most certainly to all other European powers at that time as well), except for
naval technologies and strategies. All of those Indian empires were land based entities and their rulers didn’t care too
much about the coastline. The trade in the Arab Sea and the Indian Ocean was carried out by several trading guilds, most
of which were of Muslim faith, since hundreds of years prior to the arrival of Europeans. Since the Portuguese Seaborne
Empire was meant to be a trading empire with coastal outposts scattered around the world, a so-called thalassocracy,
there was not much conflict of interest with the autochthonous ruling classes of the south Asian subcontinent in the first
place.

75 The Portuguese lost the extensive lands and quite prosperous town of Bassein to the Marathas in 1739; the New Conquests were somehow seen as
a sort of compensation for the losses in the north.
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Figure 2: The expansion of Goa

Later on, when the British became the overlords of India, they had little intention to conquer the small remaining
Portuguese parts due to the strong ties of Portugal to the English crown. Catherina de Braganza married Charles II (part
ofher dowry was Mumbai, or Bom Bahia as the Portuguese called it). Later the Methuen treaty makes Portugal essentially
a British trading puppet.

2.3 Christianity

From the historical introduction so far it is not hard to tell, that the Estado portugu’es da I'ndia in its early days during
the 16th and early 17th century’® was more or less a theocratic entity. During this time, its state machinery was fully
geared towards the needs of evangelisation. Later on, as their seaborne empire and the Portuguese state itself were
continuously declining, they lost their zeal for proselytisation. From the 16th century on, Goa, which before had
experienced the presence of Hindu and Muslim rulers alike, was now subjected to probably the most dominant themes
of Portuguese imperialism: christianisation and acculturation.

Especially the Muslims of Goa were exposed (has tradition in POR, think of Ceuta) to harsh brutality. In the first place, the
Hindu majority enjoyed independence in order to remain a certain degree of local support. There is a "conversion-by-
conviction-or-by-coercion debate” of how much the christianisation efforts harmed the local population of Goa and how
cruel they were [see e.g. Kamat, 1999, p. 42 for a discussion].

2.4 The Role of Women

Generally speaking, the Portuguese tried to change as little as possible when they arrived. They deliberately left the
economy in the hinterland, which was organised on a village level, as much in tact as possible in order to e.g. maintain a
stable tax base. This was especially true for the New Conquests, once they were acquired. The colonial government needed
these pieces of land for agricultural purposes and thus didn’t want to interfere with the Hindu land-owning class.
Certainly one of the reasons why people in those parts that were acquired around 1780 were guaranteed complete
religious freedom.

The few main "interventions” they tried to make regarding customs in the Goan society actually specifically concerned
females.

Discrimination against women was (and still is to some extent, it has to be remarked) apparent in several ways on almost
the entire sub-continent of south Asia: early childhood marriages, polygamy, the interdiction of remarriage, the
prohibition of property rights (girls could thus not inherit from their families or passed away husbands), sati (a practice

76 It is important to distinguish between the different, in some respects distinct, periods of the Portuguese thalassocracy when it comes to analysing
the respective historical narratives as Newitt [2005] strongly empha- sises.
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where the widow is burned alive on the pyre of her husband)”’, and infanticide’® (since the 1970’s rather feticide). Da
Silva Gracias [1996], Chapter 1, draws an extensive picture of the status of women in Indian society at the time of the
Portuguese arrival.

Upon his arrival, Afonso the Albuquerque issued the so-called Politica dos Casamentos, a mixed marriage policy between
his men and native women. He incentivised this by endowing those couples with cash, a house, cattle, and land [see e.g.
Da Silva Gracias, 1996; Kamat, 2000]. These Portuguese soldiers were then referred to as casados. The main purpose, it
is said, was to create a "white” identity in the Estado and to develop a community which is loyal”® toward the Portuguese.
Intermarried women, which had to convert to Christianity, thus could suddenly claim all the privileges of a born
Portuguese.

Also upon their arrival, the Portuguese immediately forbade practices that supposedly appeared barbaric to them: the
tonsuring of widows and the practice of sati. Later on polygamy (1567) and childhood marriages were also forbidden
(sati was abolished in the New Conquests only in 1884). Whether all those laws were effectively serving their purpose at
the time they were implemented must be questioned. The historical narrative suggests that people tended to continue
with traditional practices. But it has to be acknowledged that there existed at least written laws that tried to curb the
discrimination against women at a very early stage. Also in the sixteenth century, women were granted the right to inherit
property of their husbands and fathers in the absence of sons. These things generally affected only Christian women since
the Portuguese had no real hold on the Hindu village communities. They had influence on the Christians though via the well-
established net of churches and parishes that was set up by the Catholic orders.

All those measures of course were designated to serve one purpose: Christianisation. Women were provided with
incentives to convert to Christianity. Furthermore Hindu widows and orphans were only entitled to the property of their
ancestry in case they converted. Regarding the New Conquests, Hindu women were only permitted at the end of the 19th
century to opt out of their Hindu law and seek justice under Portuguese law.

Later on the Portuguese civil code of 1867, which was extended to the colonies in 1869, regulated all the above mentioned
things more clearly and formally and further improved the position of (Christian) women. The code was uniform for all
citizens, irrespective of caste or sex. It guaranteed equality of the sexes with respect to property, protected the interests
of widows and it contained laws concerning the family. Hindus generally were subject to the so called Codigo dos Usos e
Costumes (in the New Conquests it was promulgated in 1853). When Portugal became a republic in 1910, the civil code
was further expanded, e.g. by the possibility to annul or divorce a marriage.

Albeit socio-religious customs prevented women to a large extent from taking advantage of all these legislations, it cannot
be stressed enough that their sheer existence and partial exertion were a major achievement, brought about at a
comparatively very early stage in history.

2.4.1 The Dowry System

Dowry, as practised in India, is an amount of money, property, ornaments and other gifts that the family of the bride has
to pay on the occasion of the marriage to the bridegroom or his family. Though dowry is prohibited by law in India, it is
widely practised. Since most marriages in India are arranged by the families, dowry is decisive in finding a suitable
bridegroom. Moreover, in practice, dowry is not a onetime payment, but the husband and his family continue to expect
and demand money and other gifts from the wife’s family, the denial of which leads to a lot of tension and violence.
Consequences of dowry include female foeticide, discrimination against girls, late marriages for many girls, unsuitable
matches for girls, lowering of women’s status, breakdown of marriages, increase in mental diseases, increased rate of
suicide and impoverishment in poor and middle class families and so on.

It could be argued that the sheer religious differences across the 0ld- and New-Conquests would explain the differences
in female literacy rates and the educational gender gap that I observe across the old Border which doesn’t exist anymore.
The implicit driver for the preference for males being the dowry system. This can be rejected since the Christians, albeit
partly adopting Portuguese culture, still kept many ancient Hindu practices. One of them being the dowry system [see
e.g. Ifeka, 1989; Hickman, 2007; Kumar, Kiran, and Gone, 2013].

2.4.2 Education of Women

It has to be mentioned that in early times the education of women was generally neglected. Only some girls of upper
strata were exposed to home schooling. If females benefited at all at early stages from Portuguese and missionary’s
interventions from an educational point of view, then the historical narrative again strongly suggests that this exclusively
was the case for the Old Conquests. In this process the Catholic church played a significant role, although the precise
motives and channels being somewhat opaque, scholars agree on the importance of the church in this respect [Neill,

2.4.3 Women and the Church

77 Even though it must be noted that the ban on sati was temporarily lifted in the 16th century due to pressure from the population.

78 Albeit there are no records on female infanticides in Goa, it is reported that daughters on average were treated worse than sons. They were breastfed
for shorter periods and were also later on poorer fed. Male children were also provided with better medical care as well since they were regarded as
an asset according to social customs. Thus the disease survival rate of boys was reported to be higher [Da Silva Gracias, 1994].

79 n.b.: the British, on the other hand, typically discouraged marriage (or even interference) with the local populace.
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As already mentioned, Catholic missionaries played a significant role in the process of raising the status of women in the
Goan society. Numerous letters and decrees display the concern of curch officials towards the plight of women. Through
their ability to influence the government substantially, several achievements have to be ascribed to their efforts.
Especially when it comes to the ban of polygamy and the encouragement of widow remarriages.

Around the turn towards the 17th century, the curch started to set up several homes that served as shelters for women.
At around the same time the first nunnery was started in the city of Goa Colonial government forbade the sat'r. They also
passed laws to allow Hindu widows to marry again. They also requested the king to impose strict punishments on those
who violated the rules of monogamy.

Goan women in general could (officially) opt out of an unhappy or undesirable marriage from 1910 on [Da Silva Gracias,
1996, p. 144].

"It must be admitted that unlike other religions, Christianity gave their women due respect and position which was an
impetus for others to reform their society. The Christian were neither treated as chattels nor were they treated as properties.
Whey were not treated as as door-mats but as human beings with rights and privileges. They enjoyed the proprietary rights,
they were consulted in all matters of importance, they attended all functions and so on. The position which the Christian
women enjoyed was in fact a matter for envy for non Christian women. Even the Hindu reformists in the later years, became
fervent adcovates to critisice the disparaged position of the Hindu women. The Portuguese themselves were instrumental to
improve the position of non-Christian women through several state laws in the 17th and 18th centuries.” [Xavier, 1993]

"Christian missionaries were the first to put women on the agenda of Indian social reform and drew attention to the low
social status of women. They felt that education alone wouldc help them to oppose things like sati, female infanticide, child
marriage, and enforced widowhood.” [Basu, 1993]

"Historically, the Portuguese have displayed a deep concern for women’s rights and their egalitarian sense has reflected itself
in the people of Goa. One can see this in the equalac- cess to education and the resultant freedom to choose a full time
profession, the increase in the age of marriage and the Portuguese Uniform Civil Code, later called the Uniform Civil Code
which gives the daughter an equal right to her father’s inheritance and property.” [D’Costa, 2007]

"The State and the Curch played a significant role in upgrading their [the Women’s] posi- tion. The Portuguese rule seemed
to have made a difference to the status of women. As a result the conditions of women in Goa were far better than their
counterparts elsewhere in India.” [Da Silva Gracias, 1996]

Generally speaking, scholars agree that there are several root conditions that need to be met in order to begin with the
empowerment of women in India: the abandonment of polygamy, early childhood marriage, sati and the permittance for
women to possess property and be able to remarry as widows [see e.g. Khanday, Shah, Mir, and Rasool, 2015]

2.5 Goan Catch-up & Development after 1961

Since the Portuguese government was not willing to give up on Goa, the Indian government decided to take it over by
force. Operation Vijay can be described as a success in the sense that the number of casualities was very low and the later
transition towards "normality” took place comparatively smooth. Especially when one takes into account that the
territory was ruled for 450 years by a European power.

Fact is that Goa back then can be described as one of the poorest regions in India: the number of schools was very low
and education was tailored towards an elite that was close to the colonial government, only less than 5% of the villages
had electricity, and so forth.

Once the Indians took over, transfers in form of infrastructural investments were flowing from the government in Delhi.
This was especially true for the construction of primary and secondary schools [Varde, 1977; Malvankar, 2015]. As the
later census data suggests, these investments were highly successful and were one of the reasons for Goa’s immense
catchup. One thing that has to be thought of here is that this is not a the usual outcome when we look back at the history
of development aid and infrastructural investments in structurally weak areas. The effect of decades of foreign aid in
numerous countries across all continents has to be described as mild at best. This holds also true for different parts of
India, mostly in its North. So why could Goa be so different?

This study shows that the aggregates in terms of educational improvement (as measured by literacy rates, both for males
and females) were in the beginning driven by the Old Conquests of Goa, and that the other parts only started to catch-up
in the 1980’s and 1990’s. I try to convince the reader that one of the main reasons for this phenomenon lies in Goa’s
differential history. Due to the penetration of those four districts that are "Missionary Goa” by monks and priests for
centuries, even in remote villages, people became familiar with the concept of structured education and potentially also
saw the returns to it, even without being able to participate by themselves. This is what I would describe as a "taste for
education” that becomes important once schools become widely available and accessible for children of all backgrounds.
Out of a similar reasoning this also differentially contributed to female education. Since the position of females were
alleviated by a bundle of "rules” early on (regarding sat’i, polygamy, childhood marriag) and these diffused
intergenerationally throughout time, families were much more likely to also send their daughters to schools, once the
Indian government made them available.

It should be mentioned here already that the government did not preferentially treat the Old Conquests. This is crucial to
point out, otherwise one might conclude that the effect that I am describing stems from differential infrastructural
investments that eventually made those parts more prosperous. Rather the opposite was true: it was obviously known



file:///C:/Users/Utilizador.PC8/Desktop/Lehner_2018_Goa.docx%23_bookmark75
file:///C:/Users/Utilizador.PC8/Desktop/Lehner_2018_Goa.docx%23_bookmark75
file:///C:/Users/Utilizador.PC8/Desktop/Lehner_2018_Goa.docx%23_bookmark132
file:///C:/Users/Utilizador.PC8/Desktop/Lehner_2018_Goa.docx%23_bookmark132
file:///C:/Users/Utilizador.PC8/Desktop/Lehner_2018_Goa.docx%23_bookmark62
file:///C:/Users/Utilizador.PC8/Desktop/Lehner_2018_Goa.docx%23_bookmark62
file:///C:/Users/Utilizador.PC8/Desktop/Lehner_2018_Goa.docx%23_bookmark76
file:///C:/Users/Utilizador.PC8/Desktop/Lehner_2018_Goa.docx%23_bookmark76
file:///C:/Users/Utilizador.PC8/Desktop/Lehner_2018_Goa.docx%23_bookmark75
file:///C:/Users/Utilizador.PC8/Desktop/Lehner_2018_Goa.docx%23_bookmark75
file:///C:/Users/Utilizador.PC8/Desktop/Lehner_2018_Goa.docx%23_bookmark107
file:///C:/Users/Utilizador.PC8/Desktop/Lehner_2018_Goa.docx%23_bookmark107
file:///C:/Users/Utilizador.PC8/Desktop/Lehner_2018_Goa.docx%23_bookmark127
file:///C:/Users/Utilizador.PC8/Desktop/Lehner_2018_Goa.docx%23_bookmark127
file:///C:/Users/Utilizador.PC8/Desktop/Lehner_2018_Goa.docx%23_bookmark110
file:///C:/Users/Utilizador.PC8/Desktop/Lehner_2018_Goa.docx%23_bookmark110

Proceedings | 12" World Congress of the RSAI | ISBN 978-989-54216-0-2

that the New Conquests did worse on average, especially the parts in the hinterland, thus it was aimed to harmonise the
regions and the New Conquests received more rather than less investments from the time on when the Maharashtrawadi
Gomantak Party, representing lower castes and social classes, came into power in 1962.

Table 1: An overly simplified sketch of the two historically distinguishable parts of Goa.

Historical Narrative - A Quick Overview

0ld Conquests New Conquests

® Conquered in 1510 (Tiswadi) & 1543 (Bardez, | ® Acquired in peculiar ways in different stages around
Salcete/Mormugao) 1780

* Experienced the heydays of the Por- tuguese Estado da I'ndia | ® No "early” economic impetus since the Portuguese
where the so- called "golden Goa” had supposedly up to 100.000 thalassocracy was already at the bottom when these
inhabitants parts were acquired

* Network of parishes/schools from early days ® Missionaries never enter

® College(s) [printing press] ® Structured education arrives late

® Sati, polygamy, early childhood mar- riage curbed from early | ® Polygamy and early childhood mar- riage ubiquitous up
16th century on until the 20th cen- tury.

* Women can inherit and remarry al- ready in the 16th century ® Laws improving the position of women being

implemented from late 19th cen- tury on

® Uniform civil code of 1871 (still in place makes Goa the only state so far in India
which has a uniform civil code, applying to all people across religions, female and male)

® From 1961: uniform investments from Indian government (schools, electricity,...)

3 DATA

The main arguments of the present study are based on 1991 and 2011 Indian census data. The respective Village Census
Abstracts contain the number of males/females for each village/town, whether they are literate, and if they participate
in the labour force. This allows me also to compute a sex-ratio for each unit of observation, not by age-cohorts though.

From the so called District Census Handbook (DHCB) I obtain village/town-level data that I use as control variables in
some specifications (number of doctors and nurses, number of primary schools). My sample then consists of 70 towns
and 335 villages in contemporary Goa. In a next step I geolocalise all villages and towns via a tool called India Place Finder

[Mizushima Laboratory, 2013]

For robustness checks I employ nightlight data from the DMSP-OLS program which have been shown to correlate highly
with regional economic activity [Croft, 1978; Elvidge, Baugh, Kihn, Kroehl, and Davis, 1997; Chen and Nordhaus, 2010;
Henderson, Storeygard, and Weil, 2012]. Geographic information (i.e. the respective shapefiles) on the location of borders
and (sub-)districts has been obtained from the Project [2016] which was cross-checked with exactly georeferenced maps
and numerous historical sources, all of which are cited throughout the paper. An important note of caution for the
implementation of GRDDS in general is, that the widely used data on sub-national units and their border from the GADM
project [GADM, 2012] are not precise enough for a full fledged GRD design.

Historical information on the location of churches and parishes in the 18th century (before the expulsion of the
missionaries) come partly from Borges [1994] and Gomes [2003]. A map of the location of Jesuit "sites” in Salcete and
contemporary Mormugao & Tiswadi from Borges [1994].

For descriptive statistics (share of religious groups, etc) I use data from the so called A-Series from the 2011 census. I
unfortunately cannot observe the literacy broken down for each religious group for villages, only for towns. The latter
information is then used for the non-parametric statistical tests in table 6.

Figure 3: Goa at night in 2013 with all villages and towns; red dots demarcate the ones in the Old Conquests ("Missionary
Goa”)
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4. ECONOMETRIC SPECIFICATIONS

Generally speaking, the living standards in Goa are higher than in it’s neighbouring states. This average "Goa-effect” is
e.g. observable in higher literacy rates for both males and females. Digging a bit deeper into the data, it is also easy to
identify average differences between the Old Conquests and the New Conquests, this suggests that there is also something
like a "within-Goa-effect”. The historical narrative, which was outlined in detail in Chapter 2 and summarised in Table 1,
strongly suggests that these differences are due to the different degrees of Portuguese colonial penetration and
missionary influence.

In order to improve upon these plain correlations and to try to potentially isolate causal effects, this set-up, displaying a
historical quasi-experiment, lends itself especially well to the use of a specific type of a Regression Discontinuity Design
(RDD): a spatial- or geographicRDD (GRDD). In general, the "classical” RDD type of research design has tremendously
gained popularity throughout the last years [as e.g. summarised by Lee and Lemieux, 2010]. This is largely due to the
potentially high credibility that is attributed to it. One of the strengths of RD designs is, that a known treatment
assignment rule exists and is enforced. The GRDD differs from a standard RDD when it comes to the cut-off that splits
units into treatment- and control-groups. It is argued that such a geographic cut-off, usually a border of any kind, occurs
in an as-if random fashion. GRD designs, such as the one in the present study, fall short of some of the premises of an ideal
RD design. Since I do not have geo- referenced individual data, it is impossible for me to get observations arbitrarily close
to the boundary. Thus GRDDs in general rely on "ignorability assumptions” within a certain band around the border. Thus
many, if not all, will fall short of the RD ideals that were outlined in the "classical” RD literature. Nevertheless it has been
demonstrated that such a set-up can lend itself especially well to provide convincing evidence about causal effects when
carried out carefully by the researcher [Keele and Titiunik, 2015, 2016; Keele, Lorch, Passarella, Small, and Titiunik,
2017].

The reason why in this study an RD is the ideal tool to isolate causal effects is the geographical heterogneity of Goa in the
East-West direction in terms of market access. The villages (and towns) on the coast are on average more prosperous
due to tourism (trade), whereas the villages in the hinterland suffer from their remoteness. The villages alongside the
abandoned border that I use as my RD identifcation device on the other hand are highly compareable in fundamentals as
the balancing checks in Table 5 show. By just looking at villages very close to each other on either side of this border,
jumps in terms of literacy and sex-ratios cannot be explained by observables and thus need further investigation. As was
already indicated, I am tracing these discontinuities back to the long-term exposure of differential historical experiences.

In order to point out the differences in the estimated effects but also to depict the evolution of the GRD literature®’, being
mostly restricted to Political Sciences and Economics, on its path towards more credible empirical analyses of
geographically heterogeneous effects, in the present study I am carrying out my empirical analysis in three different ways
in order to flesh out potential pitfalls and weaknesses. These are essentially all possible ways that have been applied in
the literature so far:

1. A spatial RD in "naive” distances, ideally estimated non-parametrically through a local linear regression,
identical to classic RD’s (e.g. [Michalopoulos and Papaioannou, 2014; Eugster, Lalive, Steinhauer, and
Zweimu'ller, 2017]).

2. A polynomial-in-longitude/latitude specification including covariates for a certain band around the border
(e.g. Dell [2010]; Becker, Boeckh, Hainz, and Woessmann [2016]; Oto-Peral’1as and Romero-A" vila [2017]).

3. A GRD (following the nomenclature of Keele and Titiunik [2016]) which resembles a two-dimensional RD
that is estimated non-parametrically at every point of the cut-off. For the time being this clearly resembles
the "gold-standard” in spatial RD settings (so far only applied by Keele and Titiunik [2015, 2016]; Keele et
al. [2017]).

In the Economics literature, especially the sub-field that tries to link historical events to contemporary economic
outcomes, the second specification in which the outcome variable is regressed on a dummy variable whether the unit
was treated or not and a set of control variables (including polynomials in longitude and latitude that control for the
position), seems to be the most popular one.

The methodological difficulties that arise in those spatial settings were clarified by Keele and Titiunik [2015]. They
further show that their ideal GRD designs lead to identification of local treatment effects at the cut-off under a two-
dimensional continuity assumption [thus generalising Hahn, Todd, and van der Klaauw, 2001]. They also point out the
potential problems arising with GRD designs and other spatial RD set-ups in general. All of them will be discussed and
addressed within the present study. An essential difference to "classical” RD’s with two forcing variables, individual
points at the boundaries of GRDD’s have a clear interpretation.

I second their critique and take their approach one step furhter and propose a way to consistently visualise the
heterogenous treatment effect alongside any RD-border (this is what I call a GRDDseries)®!. Furthermore I argue that all
investigated outcome variables should also be visualised by simple spatial interpolation techniques such as Kriging. This
will give the reader a feeling of the spatial dimension of the data generating process. The two techniques combined, I

80 1 restrict all my discussion to the - generally more credible - subset of studies wherein experiments are based on adjacent areas.
811 am especially grateful for extensive in-person feedback on this by Roc"10 Titiunik herself.
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assert, would allow us to identify false positives that any technique that reports one homogenous treatment effect for the
full border might deliver.

4.1 Discussion of GRD Identification Issues
One potential problem is that the continuity assumptions needed for identification will hold less often in geographical
settings because agents may sort around the boundaries and thus undermine the design’s validity.

Another issue could be so called compound treatments. In the context of historical applications, this could be additional
events or policies that affected the region that is subject to study in exactly the same geographical dimension.

4.2 Naive Distances

This simpler version of a spatial RD uses the perpendicular distance of each observation to the boundary as its score for
the estimation. This geographically "naive” measure of distance ignores how the units are spatially distributed since the
shortest distance towards the border does not determine the exactlocation in the two-dimensional space [ass e.g. pointed
out in Keele and Titiunik, 2015, p. 137].

This specification allows to estimate an average effect which will mask considerable heterogeneity along the border. Yet,
as [ will show, this type of analysis is capable of delivering a quick intuition of what the data can potentially tell. Especially
when it comes to the visualisation of this set-up with a "standard” RD-plot.

In this setting units around a narrow band around a border are assumed to be valid counterfactuals. This design may
mask underlying heterogeneity and thus may not allow to evaluate the plausibility of the needed identification
assumptions. A naive GRD design is still appropriate in some circumstances, e.g. when the boundary of interest is short

and defines a homogeneous region. Technically it is only fully valid when treatment effects are constant at all boundary

points beB,

Ideally such specifications are measured non-parametrically via local linear regressions as is state-of-the art in "classical”,
ideally with data driven robust confidence intervals as suggested by Calonico, Cattaneo, and Titiunik [2014]. As already
mentioned before, such estimations are capable of delivering information about an average effect alongside the full cut-
off, which can be very misleading about the actual effect that is subject to study as [ will demonstrate in 5. Yet, as I would
argue, such estimations can reveal important information about a certain underlying pattern in the data to the researcher.

4.3 Polynomial Specifications

In some applications where observable characteristics are different on both sides of the cut-off, it might be reasonable to
control for those observables in order to still be able to obtain mean- ingful results. Estimation though has to be carried
out by means of a parametric adjustment method or by a matching estimator as e.g. suggested by Keele, Titiunik, and
Zubizarreta [2015].

The next specification that I bring to the data uses an RD polynomial that contains geographic information within a
standard regression framework as proposed by Dell [2010] and also implemented by Becker et al. [2016] and Oto-
Peral’ias and Romero-A" vila [2017]:

yip, = + v X MissionaryGoa; + f(geolocation;) + x';8 + ¢, + &, (1)

where yib is the outcome variable of interest for village i on border segment b. MissionaryGoai denotes a dummy variable
that equals 1 if the village is inside the old, non-existing border and was exposed to early Portuguese colonial rule and
missionary influence. f (geolocationi) represents the RD polynomial which is supposed to control for smooth functions
of geographic location and is going to take on varying forms across different specifications. Finally, vector xli contains a
set of control variables and ¢b represents a set of boundary segment fixed effects. With the latter geographic treatment
effect heterogeneity is meant to be captured. This might be desirable in some settings, but the obvious drawback is that
this approach masks the heterogeneity that potentially is capable of delivering deeper insights into the problem at hand.
A GRD clearly improves upon that by delivering a point estimate at every point of the border, and overcomes the
arbitrariness in the choice of the number and location of border segment fixed effects.

Another drawback is that there are no clear formalised suggestions for the bandwidth selection in such an estimation
procedure as were put forward for non-parametric methods [Imbens and Kalyanaraman, 2012; Calonico et al., 2014].

4.4 GRD (two running Variables)

Discuss Imbens and Zajonc [2011] and Papay, Willett, and Murname [2011] basics. These were brought into a geographic
context by Keele and Titiunik [2015]. Therein they develop in detail their so-called GRD. The differences is, that the
comparability of treated and control units need not occur in a certain band around the geographic discontinuity, a border
in most of the cases. The effect in this type of setting is measured at any point of the border. One of the huge advancements
is therefore, that one can obtain heterogeneous treatment effects alongside the border. Keele and Titiunik [2015] suggest
to visualise results than with an average treatment effect curve that is measured alongside the whole length of the
discontinuity which is subject to study. I further propose a way how to depict those estimates graphically on a map.

All estimated with Calonico, Cattaneo, and Titiunik [2015]; Zubizarreta and Kilcioglu [2016]
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In order to account for spatial correlation, a non-parametric estimation method, which by now is standard in the
"classical” RD setting in any case, is to be preferred.

One drawback when it comes to the data-driven selection procedures that select specific bandwidths for the estimation
[Imbens and Kalyanaraman, 2012; Calonico et al., 2014], that they in some cases are not capable of dealing adequately
with sparse boundary points where there are no observations close to the border.

To sum up, the effect identified in a GRDD is not a point estimate but a line of treatment effects along the whole cut-off,
displaying the magnitude of the heterogeneous effect at each point. As compared to "classical” RD’s with two forcing
variables, here the heterogeneity has a clear interpretation. In essence this can be highly valuable since geographic
patterns in the results would potentially affect the interpretation of the results.

5. SPATIAL REGRESSION DISCONTINUITIES

5.1 Average Effects

Before we move to the spatial RD’s, the following tables should give the reader just a coarse feeling of what the data looks
like. The units of observations here are already the towns and villages that are then also used for the GRD; 141 of which
are in "Missionary Goa” and 246 are located in the New Conquests. As described in detail already before, the latter were
not exposed to the Christian monks and priests and women were formally made equal to men only with the Portuguese
civil code of 1871. Given that Goa up until today is the only state in all of India with such a legal institution that equalises
all people, irrespective of gender or religion, the late 19th century could still be described as remarkably early.

Column 1 in Table 2 shows that the villages in the Old Conquests have on average a 6 percentage points higher literacy
rate in 2011. The intercept reveals that the average outside is around 75%.

Looking at the literacy gap, i.e. the female literacy rate substracted from the male literacy rate, the observed gender
discrepancy is approximately half the size in "Missionary Goa”. Those parts of Goa also have on average 54 females per
1000 males more as Table 4 reveals.

Table 3: Average effects (OLS with dummy)

Dependent variable:

Literacy rate 2011

(1)

(2)

q
[a)

I{Village in Old Goa) 0.062%* 0.046%* 0.036°** 0.022%**
(0.006) (D.008) (0.006) (0.007)
Dist. to Coast —.00] % —0.001°%**
(0.0003) (0.0003)
Dist. to hist. Goa —0.002%** —0.002%**
(0.0002) (0.0002)
Constant 0.755%** 0.776°** 0.813%* (.831°**
(0.004) (0.008) (0.007) (0.009)
Observations 402 102 402 402
R? 0.225 0.243 0.365 0.380
Adjusted R? 0.223 0.239 0.362 0.375
Residual Std. Error 0.056 (df = 400) (.055 (df = 399) 0.050 (df = 399) 0.050 (df = 398)

F Statistic

116.055%** (df

1; 400)

64.011%** (df

2; 399)

14.657*** (df = 2; 399)

81.239°** (df = 3; 398)

Note:

'p-:j

0.1; **p=0.05; ***p<0.01
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Dependent variable:

Literacy gap 2011

(1) (2) (3) (4)
I(Village in Old Gon) -0.050%* -0.037* —~0.047°** ~0.035%*
(0.005) (0.006) (0.005) (0.007)
Dist. to Coast 0.001*** 0.001***
(0.0003) (0.0003)
Dist. to hist, Goa 0.0002 0.0002
(0.0002) (0.0002)
Constant 01054 0.087%** [.09R*** 0.082%
(0.003) (0.006) (0.006) (0.008)
Ohservations 402 402 102 402
R2 0.220 0.238 0.223 0.240
Adjusted R? 0.218 0.234 0.219 0.234
Residual Std, Error 0.046 (df = 400) 0.045 (df = 399) 0.046 (df = 399) 0.045 (df = 398)
F Statistic 112.803°** (df 62.234*** (df = 2; 399)  57.100°** (df = 2;399) 41.871°** (df = 3; 398)
Note: *p<0.1: **p<0.05; ***p<0.01

5.2 Balance Tests and Pre-Treatment

One important condition that needs to be satisfied when it comes to RD estimation in general is that before the
“treatment” there was no effect observable across the considered response variables. In my setting this turns out to be
literally impossible since during the 15th century no data was recorded and detailed quantitative historical records in
general are non-existent. I thus have to rely on historical narratives. The point is best made by simply presenting a quote
from a Goan history book:

Table 4: Average effects (OLS with dummy)

Dependent variable:

Sex Ratio 2011

(1) (2) (3) (4)
I(Village in Old Goa) 0.054*** 0.067°** 0.076*** (.088***
(0.012) ((.016) (0.013) (0.017)

Dist. to Coast 0.001 0.001
(0.001) (0.001)
Dist. to hist. Goa 0.002%** 0420
(0.0005) (0.0005)
Constant 0.974%** 0.956%** 0.924%** 0008+
(0.007) (D.017) (0.016) (0.021)

Observations 402 402 402 102

R? 0.047 0.050 0.077 0.080

Adjusted R? 0.044 0.046 0.072 0.073

lesidual Std. Error 0117 (df = 400) 0.117 (df = 399) (L.116 (df = 399) 0.116 (df = 398)

F' Statistic

19.667*** (df

10.589%* (df

2

: 399) 16.557*** (df = 2; 399)

11.460°** (df = 3; 398)

Note:

p-

<0.1; **p<0.05; ***p<0.01

"Their country had never enjoyed the same unity that it has had since the Portuguese conquest in 1510. Before that date, the
different districts belonged to different kings and different kingdoms, so that Goa, as we know it now, was never one country.
Its various parts have been welded into one whole, [...] ” [?]

Due to the constant conflicts between the Hindu Vijanaghara empire and the Muslim Bahmani sultanate, the border
changed several times in non-systematic ways within the territory of present day Goa. It is thus outruled that anything
of significance happened right across or alongside the abandoned border that I consider for my GRDD design.

Table 5 shows that the villages [ am comparing on both sides of the border are highly comparable in size, population, and
the number of households. It is thus outruled that any observed effects are spuriously driven by comparing big with small
or urban with rural villages. Frome the comparable household size it can also be inferred that the observations are
approximately comparable when it comes to socio economic factors.

What is more, so-called features of first nature geography such as climate, rainfall or the quality of soil are equally
comparable. A quantitative analysis is not reported due to the fact that there is no variation within the data. The border
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only stretches only around 40 km north-south, and those values are typically reported on gridded datasets with a larger
scale.

Table 5: Balancing Checks

Dependent variable

Area Village Population  Hounscholds
(1) (2) ()
Village in Old Goa —128.319 —96.405 22.835
(131.624) (728.531) (171.350)
Constant 671,759 3.059.673° RIT.0553%
{89.337) (491.721) (115.653)
Ohbservations 89 00 a0
R* 0.011 0.0002 0.0002
Nate: ‘p<0.1; *p<L06; ***p<(l0]

I'hese results are hased on a 3km handwidth.

5.3 RD Estimates

5.3.1 Naive Distances

1Mt Right
Number of Obs 141 246
Eff. Number of Obs 53 52
Order Lo Poly (p) 1 1
Order Bias (q) 2 2

BW Loc Poly (h) 3827.8325 3827.8325
BW Bias (b) 66723411 66723411
rho (h/b) 0.5737 0.5737
Coeff Std. Err.  P>lz] Cl Lower CI Upper
Conventional  0.0405 0.0143 0.0045 0.0126 0.0685
Bias-Corrected  0.0442 0.0143 0.0019 0.0163 0.0722
Robust  (.0442 0.0168 (.0085 0.0113 0.0772

§ ~ Gupin Linacy Raka

S - \ileges Cd Lotk . ¥, VIoyes Now Corguash

T T T

i 9 i 0 an
Figure 4: The gender gap in literacy rates visualised: all villages in "naive” distances to the cut-off (local linear regression,
95% Cls)

5.3.2 Polynomials in Longitude/Latitude

This specification, put forward by Dell [2010], is usually preferred within the Economics literature. It is well suited to
report an average treatment effect alongside a given border. But as we will see later with e.g. the female labour force
participation, it could be misleading in some circumstances and produce false positives. As the more detailed
visualisation in form of the GRDDseries shows, this is due to strong effects that occur locally and drive the average effect.
The spatial interpolation exercises then visually confirm that there seems to be in fact no "action” in terms of this variable

at the RD border.
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Table 6 shows the average treatment effects for all considered outcome variables. The estimations are robust towards all
potential bandwidths.

Table 6: Polynomial specifications with controls & border segment FEs

Dependent variable:

lit_gap lit_rate malelitra fem.litra fem_lab_pa sex_ratio
(1) (2) (3) (4) (5) (6)
Village in Old Goa —0.020%*+ 0.032¢* 0.019¢ 0.048%*+ —0.061*** 0.082%+
(0.010) (0.012) (0.011) {0.015) (0.018) (0.025)
Segment FE YES YES YES YES YES YES
Poly. lat/long YES YES YES YES YES YES
Controls (Edu,Medi) YES YES YES YES YES YES
Observations 7 77 7 77 7 i
R? 0.569 0.470 0.433 0.518 0.367 0.463
Adjusted R? 0.435 0.306 0.258 0.368 0.170 0.297
Residual Std. Error (df = 58) 0.030 0.038 0.034 0.045 0.057 0.077
F Statistic (df = 18: 58) 4.256*** 2.858°* 2.466°** 3.457*** 1.866** 2.782°***
Note: *p<0.1; **p<0.05; ***p<0.01

These results are based on a 3km bandwidth.

5.3.3 GRDD (2011)

In this section I employ the technique proposed by Keele and Titiunik [2015] which measures the RD in space by
considering a two-dimensional score as running variable and push it one step further by carrying out this estimation for
each point of the border. The figures should be read as follows: the plotted lines represent each point on the discretisised
RD border (500m distances inbetween) and its point estimate including a 90% confidence interval. The color indicates
whether the estimate is significant at the 10% level or not. The version of the GRDDseries below displays the estimation
of the identical specification, only with a forced selection radius of approximately 20km. This is just to increase the
precision of the point estimates by forcing more observations into the estimation. Since a triangular kernel which weighs
each observation in the regression by its distance to the respective boundarypoint is used, this should not be much of a
concern. Since the bandwidth selection of the CTT algorithm is not very meaningful in some cases when one has to deal
with sparse observations, I decide to drop each estimation where less than 10 observations were chosen on each side of
the border. This is arbitrary, but estimations with 20+ observations arguable make more sense than ones with five or
ten.

These resulting GRDDseries provide the reader with a transparent visualisation of the heterogeneous treatment effect
across the whole border.

Figure 5.3.3 shows the main specification under scrutiny. The signs of the point estimates esentially never change their
sign. Due to the small sample size the confidence intervals do overlap with zero quite often, but the majority of the point
estimates at least gets significant once the algorithm is forced to select more observations.
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Figure 5: GRDDseries and spatial visualisation of the literacy gap in 2011
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5.3.4 GRDD (1991)

The exercise describe above is repeated in the same manner on the census from 1991, which is the first one after Goa
became a full state of India. Before it was organised as a so-called Union Territory together with the other former
Portuguese colonies Daman & Diu and the censuses were reported differently. Only from 1991 the reporting was carried
out on the village level that I need for my RD estimations.
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The estimations reveal that the observed jumps were around two times the size in 1991 as compared to 2011, which
indicates that there was a convergence process taking place that seemingly harmonised the regions within Goa.
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Figure 6: GRDDseries and spatial visualisation of the literacy gap in 1991
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Table 7: Polynomial specifications with controls & border segment FEs (ATE in 1991)

Dependent variable:
lit_gap91 lit_rate91  fem_lit_ra91  fem_lab_pa9%  sex_ratio91

(1) (2) (3) 4) (5)

Village in Old Goa —0.079*** 0.073*** 0.116%** —0.046** 0.079**

(0.021) (0.026) (0.032) (0.019) (0.034)
Segment FE YES YES YES YES YES
Poly. lat/long YES YES YES YES YES
Controls (Edu,Medi) YES YES YES YES YES
Observations 70 70 70 70 70
R2 0.391 0.576 0.537 0.347 0.275
Adjusted R? 0.176 0.427 0.374 0.117 0.019
Residual Std. Error (df = 51) 0.062 0.077 0.096 0.056 0.102
I Statistic (df = 18; 51) 1.818* 3.851°** 3.200*** 1.506 1.075
Note: *p<0.1; **p<0.05; ***p<0.01

These results are based on a 3km bandwidth.

5.3.4 Spatial Interpolation - Kriging

spatial prediction (kriging) spatial prediction (kriging)

J.B9

lit_gap
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Figure 7: Spatial interpolation, village level 2011
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5.4 Falsification Tests

In this subsection I try to convince the reader of the robustness of my results and provide deeper analyses of whether
the results so far can be interpreted as a genuine effect of the historical Portuguese presence on (female) education and
sex-ratios in Goa. They aim to rule out that the identified effect reflects other things such as selective expansion, in which
case the results may reflect pre-existing differences.

5.4.1 Different Bandwiths

All "classic” GRD specifications are robust towards different bandwidths ranging from 1 to 10km. This can also be visually
inferred from the pictures of the spatial interpolation exercises. For the GRDDseries specifications this is not relevenat
in any case, since the algorithm by Calonico et al. [2014] does data-driven bandwidth selection by itself.

5.4.2 Pseudo Borders
When the border is moved in both directions and the estimation carried out on those fictional lines, all of the relevant
specifications loose significance. This can also be inferred visually from the spatially interpolated pictures.

5.4.3 Intermediate Step: Colonial Census of 1851

One might argue that the observed effects are an artefact of something that happened after the Portuguese had left, or
was due to something that was not caused by their presence. I thus analyse the recently digitised Portuguese colonial
cen- suses starting from 1776 which were recently digitised by a group of eco- nomic historians [de Matos, 2013, 2016].
The first one which is re- ported on a village level and is thus compatible with how I carry out the analysis is from 1851.
For all of those data-points [ know in which district they are, and thus whether they are within the Old- or New Conquests.
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The exact location of the villages is almost impossible to obtain since the names changed multiple times over the years
and some villages were merged with each other. An RDD on this dataset is thus not feasible. But as figure 8 demonstrates,
in order to make the point it suffices to report a simple descriptive statistic. It plots the histogram of the sex-ratio for
each village and demonstrates firmly that the one’s in the "treated” districts are far off from the ratios in the other villages.
It is thus safe to argue that the effect [ was talking about was already in place before the Indian government took over
and even before Portugal moved away from being a monarchy.

Colonial Census 1851 (viliage level 144 New Cong., 82 Old Cong.)

WAt e,

Pt O

.

Sex Rato (lemales per male)

Figure 8: Sex-ratios at the village level in 1851.

5.5 Placebo Outcomes
Table 8: Placebo outcomes with the polynomial in longitude/latitude specification
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Figure 9: The effects do not seem to be driven by economic activity

6. THE PERSISTENT EFFECTS: MECHANISMS
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Table 9: The dependent variables broken down by religion (for the 44/26 statutory towns)

Var Group mean(Old) mean(New) t-test Wileox rank-sum  Kruskal-Wallis
lit_gap Muslim 0.0890 0.0494  0.1026 0.1911 0.1891
Hindu 0.0775 0.0646 0.0501 0.0296 0.0292
Christ 0.0444 0.0378  0.5477 0.2075 0.2054
fem_lit Muslim 0.6778 0.6814 0.8415 0.7964 0.7919
Hindu 0.7701 0.7758  0.4645 0.2579 0.2554
Christ 0.8072 0.8243  0.3016 0.4253 0.4219
sexratio Muslim 0.8825 0.8776  0.9111 0.5696 0.5656
Hindu 0.9445 0.8870 0.0113 0.0150 0.0147
Christ 1.0290 1.1318  0.0001 0.0000 0.0000
7 CONCLUSION

This paper has put forward a deep rooted explanation for the emergence of gender roles by examining the effects of the
long-term presence of Portuguese colonisers in the Indian state of Goa. They, inter alia, significantly altered the position
of women in society at a very early stage in history. In addition they interfered culturally by introducing what I call a
"taste for education”: their accompanying missionaries set up a network of churches, parishes with schools and even set
up a college and brought the printing press. After the sharp downturn of the Portuguese thalassocracy in the 17th century,
also the Goan economy was in a continual decline up until its liberation. Interventions by the late Salazar dictatorship to
boost economic growth only masked deep structural problems and appeased the urban upper classes. When the Indian
government took over in 1961, only a few villages had electricity and the number of schools was low. Once schools and a
broader infrastructure became widely available throughout all of Goa, the catchup process, initially driven by iron-ore
mining in remote areas and the port in Mormugao, began.

A more disaggregate analysis reveals that this process was experienced differently by parts of Goa that are referred to as
the Old Conquests. These territories were colonised in a different period and experienced an entirely different colonial
reign: Catholic missionaries spread the word of Christ, built schools within their network of parishes even in the most
remote places, and thus induced something that I would describe as a "taste for education”. A further cultural intervention
in the 16th century regarded the position of women in society: sati, polygamy, and early childhood marriage were
forbidden. Additionally females received property rights upon conversion to Christianity (in the 19th century women of
all religions formally received property rights due to the Portuguese civil code which was based on the Code Napoleon).

The heavy aggregate increase in male and female literacy rates from 1961 was driven by the four districts of the Old
Conquests. Once education became available, boys and girls were sent almost equally to schools. In the New Conquests
female literacy rates began to increase significantly only during the last two or three decades. This mechanism also
manifests itself in the sex-ratios, which were historically always heavily male biased in the New Conquests (which is e.g.
shown by the colonial census of 1851 in figure 8). In the Old Conquests they were always significantly above 1 and only
began to fall slowly from 1961 onwards, mostly probably driven by migration®2.

In order to isolate causal effects and to show that the observed patterns were actually driven by the early Portuguese
"interventions”, | make use of the spatial interpretation of a technique from causal inference called Regression
Discontinuity Design (RDD). Thi